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Abstract. Sonic anemometers simultaneously measure thel Introduction

turbulent fluctuations of vertical windy() and sonic temper-

ature (7), and are commonly used to measure sensible heat

flux (H). Our study examines 30-min heat fluxes measuredSOnic anemometers have been used to measure three-
with a Campbell Scientific CSAT3 sonic anemometer abovedimensional wind vectors, temperature, and surface sensi-
a subalpine forest. We comparéticalculated withTs to H ble heat and momentum fluxes since the early 1960s. They
calculated with a co-located thermocouple and found thathave played a pivotal role in studying the surface energy bal-
for horizontal wind speedl{) less than 8 ms!, the agree- ~ ance (SEB), which describes how the radiative energy at the
ment was aroune: 30 W n-2. However, forl >~ 8ms1, Earth’s surface is partitioned between latent heat flux (LE)
the CSATH had a generally positive deviation fromi cal- ~ and sensible heat flux{) (Stewart and Thom1973 Gar-
culated with the thermocouple, reaching a maximum differ-ratt 1992 Blanken et al. 1997 Oncley et al. 2007 Foken

ence of~250WnT2 at U ~18msL. With version 4 of 20083. Despite improvements in instrumentation accuracy,
the CSAT firmware, we found significant underestimation MOSt flux-measuring sites find that the measured sensible
of the speed of sound and thi@is in high winds (due to a and latent heat fluxes only account 180 % of the avail-
delayed detection of the sonic pulse), which resulted in theable incoming energyWilson et al, 2002 Foken 20083.

large CSAT heat flux errors. Although tHig error is qualita- The so-called “energy balance closure problem” has recently
tively similar to the well-known fundamental correction for been reviewedRoken et al.2011% Leuning et al.2013, and

the crosswind component, it is quantitatively different and the imbalance is often attributed to phenomena that are not
directly related to the firmware estimation of the pulse ar-Properly measured by the eddy covariance technique (e.g.,
rival time. For a CSAT running version 3 of the firmware, horizontal heat advection, low-frequency flux contributions
there does not appear to be a significant underestimation dfom heterogeneous landscapes, effects of sloped terrain on
Ts; however, a5 error similar to that of version 4 may occur the radiation measurements, and thermal lags between the
if the CSAT is sufficiently out of calibration. An empirical Various terms within the energy budget, etc). The energy bal-
correction to the CSAT heat flux that is consistent with our @hce closure typically improves under windy/turbulent con-
conceptual understanding of tiigerror is presented. Within  ditions when the ground and atmosphere are “well-coupled”
a broader context, the surface energy balance is used to evdfranssen etal2010. Spatially homogeneous and moisture-
uate the heat flux measurements, and the usefulness of sigdited environments such as deserts appear to be optimal

by-side instrument comparisons is discussed. for successfully closing the energy budg&tnfouk et al,
2009 Foken 20083. Any errors in the eddy covariance

instruments (such as sonic anemometers) are believed to
result in an underestimation of the fluxes due to missing
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high-frequency response or averaging periods that are tobefore the recalibration. The goals of the current study are to

short Leuning et al.2012. (1) describe the discrepancy observed in the calculated sensi-
Previous studies have shown that sonic anemometers résle heat flux, (2) compare the heat flux calculated using sonic

sult in erroneous sensible heat flux measurements duringemperature to that calculated with a co-located thermocou-

high winds Grelle and Lindroth1996 Aubinet et al, 200Q ple, (3) present independent wind-tunnel results that attempt

Smedman et gl2007). Grelle and Lindroth(1996 used a  to explain the tower observations, (4) briefly describe Camp-

Gill Solent R2 and concluded that strong winds caused debell Scientific, Inc. testing of the CSAT, (5) present a con-

formation of the supports holding the sonic transducers andeptual model of the CSAT error and suggest an empirical

resulted in high-frequency noise that made an accurate heatrrection method to the CSAT heat flux, and (6) re-visit the

flux measurement impossible. As an alternative, they calcusurface energy balance results frdiornipseed et al2002

lated H using a co-located fast-response 0.025 mm platinumin light of the results from items (1)—(5).

wire resistance thermometer (PRT). The studySoyedman

et al. (2007 used two co-located Gill Solent models R2

and R3 sonic anemometers and found that, independent & Data and methods

stability conditions, sonic-measured heat flux had a large

magnitude thand with an alternative temperature sensor.

Grelle and Lindroth(199§ also tested three other models This study uses data from the Niwot Ridge Subalpine For-
of sonic anemometers and found similar problems for windggt AmeriFlux site which is located below Niwot Ridge
speeds faster than 10m’s Recent heat flux comparisons Colorado, 8 km east of the Continental Divide {28’ N,
between a Solent R3 and an independent 0.1 mm diametefns347” W, 3050 m elevation). The NWT measurements
PRT have shown good agreement (e@elle and Burba  gtarted in November 1998 as describedMionson et al.
2007), though we should note that the Grelle and Burba mea 2002 and Turnipseed et al(2002 2003. The tree den-
surements were at a height of only 4m and might not havesjty around the NWT Tower is- 0.4 trees m2 with a leaf
experienced strong winds. Another issue with using sonicyreg index (LAI) of 3.8-4.2 Am~2 and tree heights of 12—
anemometers in cold, windy places is that blowing snow cam 3 m (turnipseed et a12002. In winter, NWT is a dry and
drift between the sonic transducers which causes spikes ifyindy place. Between November—February, the 30-min av-
the sonic temperaturé-¢ken 1998 and results in an over-  grage 21.5m wind speed| is around 7 ms? (standard de-
estimation of heat flux as well as misleading flux directionsation ~ 4.5 ms1) with a maximum near 20 nT&. Typi-
depending on whether the snow particle is moving upward ore5| wintertime mid-day sensible heat flux values are on the
downward in the the patfi.(iers and Bareis2011). _order of 200W 72, while latent heat flux is usually less
This paper uses a Campbell Scientific CSAT3 soniciyan 40 W nt2 (Turnipseed et al.2002. On top of Niwot
anemometer (hereafter “CSATCampbell Scientific, In¢.  Riqdge (j.e., above tree-line), blowing snow is commBerg
2010 at the Niwot Ridge Subalpine Forest AmeriFlux site 198 and snowlice particles are often blown downslope over

(NWT) to examine the sensible heat flux in strong winds. the forest. More information on NWT is available on-line at
Turnipseed et al(2002 studied the energy balance at the http://public.ornl.gov/ameriflux/

NWT site and found that, during the daytime, the sum of
the turbulent fluxes equals 80-90 % of the radiative energy2.2 Sonic anemometer thermometry
input into the forest. At night, under moderately turbulent
conditions, the energy balance closure is comparable to thé& few of the important relationships related to sonic
daytime. However, when the nighttime conditions are ei-anemometer thermometry are summarized here; a more com-
ther calm or extremely turbulent, the sensible and latent heaplete description of the technology is readily available (e.g.,
fluxes only equal 20—-60 % of the net longwave radiative flux. Kaimal and Busingerl963 Schotanus et §11983 Kaimal
Turnipseed et al(2002 discussed several possible reasonsand Gaynor1991 Foken 2008h and many others).
for this nighttime discrepancy (e.g., instrument error, foot- The relationship between air temperaturg, the speed of
print mismatch, horizontal advection), but none of these reasound ¢), and specific humidityg) within the atmosphere is
sons could adequately explain the fact that the nighttime im-well-known:
balance existed in the presence of strong winds. They con- 2 1
cluded that the sonic temperature did not have sufficient res? = (1 T 051 ) )
olution to capture the small temperature fluctuations, which 4
led to inaccurate sensible heat fluxes. whereyq = cpa/cva= 1.4 is the dry air specific heat ratigya

In early 2008 the sonic anemometers at NWT were re-andcy, are the dry air specific heat at constant pressure and
calibrated (details in Sect. 2.3). After the recalibration, thevolume (Jkg'K—1), andRq is the gas constant for dry air
new sensible heat flux still did not improve the agreement(287 Jkg 1 K—1).
between the daytime and nocturnal energy balance in windy A sonic anemometer-thermometer sequentially transmits
conditions, and the imbalance was even more dramatic thaand receives sound pulses between two transducers separated

2.1 site description

vd Rd @)
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by a path-length distance), The speed of sound is deter- a net (Radiation and Energy Balance Systems REBS, model
mined from the measured times to tranéifr; in one direc- Q*7.1) and a four-component (Kipp and Zonen, model
tion andr; in the opposite direction) and the geometry of the CNR1) radiometer. The heat flux at the soil surfac {s

sound rays, such that determined from the soil heat flu{) measured at depth

and the heat stored in the overlying soil lay&s). Canopy
1 1 2c¢ cos(a) 2 . .
—t =" == /2 - V2, 2 storage §canopy accounts for heat stored in the biomass be-
2 d d tween the ground and sensible heat flux measurement level.
where V, is the wind component perpendicular do(i.e.,  Scanopy@ndSseil are typically less than 10 % dtnet (Oncley

cross-wind) andx =sin~1(V,/c) is the deflection angle of et al, 2007. At NWT, G, was measured with multiple soil
the sound ray off the transducer-path axis. Solving BY. ( heat flux plates (REBS, model HFT-1) at a depth of 10cm,
for ¢ and substituting it into Eq1§ with ¢ =0, it follows that ~ and Turnipseed et al(2002 showed that the storage terms

sonic temperaturefg) is and G; were small (less than 8% dfne). Therefore, we
) , ) neglectScanopyand Ssoil and assume the surface heat flux is
e S _ 1 [(g) (1 N i) n Vz] (3  close to our measured soil heat flux (i€ G.). The hori-
YdRd  YdRd | \ 2 nomn S zontal advection of heatH,qy) requires spatially distributed

) ) _ measurements, and is thought to be a primary reason that
In a moist atmosphere, air temperature is calculated ffom Eq. (6) does not balance at most flux sitds(@ning et al,

as 2012. In our discussions, the simple SEB closure fraction
air _ Ts 4 will be designated as CF (e.@arr et al, 2009 and refers
S T 14051 4) to the ratio of the sum of the turbulent fluxes ®né— G),

. . . . i.e., CF=(H + LE)/(Rnet— G). Similarly to Turnipseed et al.
To determine the sonic-derived sensible heat filixwe as- (2002, we find nocturnal CF witRnet from the Q*7.1 sen-
sume(7g")" =T, multiply each side of Eq4 by the vertical g1 j5 ahout 15% closer to closing the SEB than with the
wind componentv, decompose the measured variables intocNR1 sensor (seBurns et al, 2012for details). For sim-

mean and fluctuating components (iR 7s+ 75, etc.), and  jicity. only results with the Q*7.1Rne; S€nsor are presented
perform Reynolds averaging. Neglecting higher-order terms, e

(e.g.,Fuehrer and Frieh@2002) leads to Latent and sensible heat flux were measuregka®1.5m

H } with a CSAT providing the high-frequency vertical wind’}

—=uwT= [w’ (T9) + 2Ly — 0517 w'q’ and temperaturdl{) fluctuations, while water vapog() was
measured with a co-located krypton hygromeferrfipseed
= [w/_Ts/ — 0_51711/_6,/], (5) etal, 2002. The 21.5m CSAT was oriented so the along-
sonic axis was pointed 203rom true north. Strong winds
where p is the air density (kgmd), cp is the specific at NWT are almost exclusively from the west (e Burns
heat of moist air at constant pressure, ands the hor- et al, 2011 so that the angle between the wind vector and
izontal wind component in streamwise coordinates (noteCSAT axis was~ 67°, well within the CSAT+ 170 accep-
thatp = pa+py andcp = (EcpaJr mcpv) /o where the sub- tance angle and also avoiding influence of the tower struc-
scripts “a” and “v” refer to dry air and water vapor, re- ture (Friebel et al. 2009. Winds are rotated from sonic to
spectively). T5'° is Ts without the cross-wind correction planar-fit streamwise coordinates prior to the flux calcula-
(i.e., T¥=Ts— V2 (yqgRe)~1). The w'w’ term is the so- tions Wilczak et al, 200)). 75 output by a CSAT is an aver-
called cross-wind correction term, but most modern sonicage from the three non-orthogonal paths. We uggsar” to
anemometers take this into account with internal processinglesignate the heat flux calculated withfollowing Eqg. ).
software that corrects each individus) sample for cross- The CSAT operates with either embedded-code firmware
wind effects using Eq.3) (Hignett 1992. The implemen-  version 3 or version 4 (hereafter, ver3 and ver4) and uses ad-
tation of Eq. @) varies depending on the sonic anemome-vanced digital signal processing to determine the ultrasonic
ter manufacturer, model, and signal-processing firmwardimes of flight (i.e.,s1 andz, in Eqg. 3). Ver4 is designed to

p c2

3|

(Loescher et a] 2005 Campbell Scientific, Ing2010. produce usable results when the signal is weak such as when
. _ . liquid water is on the transducers, but degradesThees-
2.3 Energy balance equation and instrumentation olution from 0.002K in ver3 to 0.03K in ver4 (s&amp-

) _ ) bell Scientific, Inc, 2010for more details about ver3 versus
If we neglect the vertical advection of heat, the terms in thever4). The CSAT diagnostic flag is an indicator of potential
surface energy balance are spikes in the sonic dat&€ampbell Scientific, In¢2010. The
Ra = Rnet — G; — Ssoil — Scanopy= H + LE + Hagdv, (6) number of spikes in sonic anemometer data has been found to
increase non-linearly with increasing wind spegdubach
where R, is the available energy. At NWT, net radiation 1995 Foken 1998 Liers and Bareis201]). Consistent
(Rnet) was measured at~ 25 m above the ground with both  with these previous studies, we found that low wind speed
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Table 1. A summary of NWT AmeriFlux tower temperature measurements used in our study.

Sensor  Horiz. CSAT Factory Calibration

Serial Height Disf Sample Deployment Date (F-CAL) and/or
Sensor Acronym No. (cm)  (cm) R&te Dates Additional Comments
Vaisala Tasp 2150 =90 1 1 Nov 1998—present slow-response platinum resistance
HMP35-D thermometer in a mechanically

aspirated housing
E-type Tic (Far) 2198 =136 1 20 Aug 2002—present wire dia=0.254 mm, unaspirated
Thermocouple Tic (Near) 2148 <3 10 5 May 2010—present wire dia=0.254 mm, unaspirated
Campbell CU CSA¥, ver3 0226 2150 0 10 1 Nov 1998-14 Jan 2008 F-CAL: 22 Dec 1997
Scientific CU CSAF, ver3 0536 2150 O 10 14 Jan 2008-21 Feb 2008 F-CAL: 6 Nov 2007 (on loan from EOL)
CSAT3 Three  CU CSAY, ver3 0438 2150 O 10 21 Feb 2008-31 Oct 2008  F-CAL: Feb 2008
Dimensional CU CSA¥, ver4 0328 2150 0 10 31 Oct 2008-28 Sep 2010 F-CAL: Oct 2008
Sonic ane- CU CSAT, ver4 0198 2150 O 10 28 Sep 2010—present F-CAL: Sep 2010
mometef EOL CSAT, ver3 0674 2150 =~ 160 10 27 Sep 2009-17 Jan 2010  F-CAL: 17 Nov 2008 (ver3)
EOL CSAT, ver4 0674 2150 ~160 10 17 Jan 2010-21 Oct 2011 F-CAL: 6 Jan 2005 (ver4)

on 17 Jan 2010, changed from ver3 to ver4
EOL CSAT, ver3 (OLD) 0674 2150 =~ 160 10 21 Oct 2011-27 Jul 2012 F-CAL: 4 Aug 2006 (ver3)
on 21 Oct 2011, changed from ver4 to ver3

2 Horizontal distance from the University of Colorado (CU) CSAT serotumber of samples per second (HZ)The 2150 cm CU CSAT is used to determine the horizontal wind

speed (/). d The CSAT sonic temperatur@d) corrected for humidity ifsa" =Ts(1+ 0.514)*1 wheregq is specific humidity. The designation “ver3” and “ver4” represent CSAT
embedded code firmware versions 3 and 4, respectively. The CU and EOL CSATs are both mounted on booms that are oriérfredratra®@3orth (e.g., pointed toward the
southwest).

data were rarely flagged, however, for higher winds, around

. —— CU CSAT 0328, ver4
2-4% of the samples were flagged. The number of spikes

——EOL CSAT 0674, ver4

was also affected by the relative humidity. Further details of 600 T (Fa) -
tc

the despiking can be found in the on-line discussioBurins
et al. (2012. Any CSAT data sample deemed questionable
by the CSAT diagnostic flag was replaced with a linear fit
between valid samples. |
Here, we briefly summarize the sequence of events that ~200[ |
led to our study (also see Tallg In 2008, the three Univer- 4
sity of Colorado (CU) CSATs (all ver3) were sent to Camp-
bell Scientific, Inc. for recalibration and one of them (se-
rial number 0328) was upgraded to ver4. After deploying
CU CSAT 0328 at 21.5 m, we observed nighttifdesar val-
ues that were frequently above zero, suggesting heat was be ™
ing transported from the surface to the atmosphere. Thougr 0 L L L ‘ ! L
such conditions are possible for short periods (e.g., due to o8 R vdvrearsoomst T o ¥
warm air advection), we have rarely observed such phenom-
ena in the previous 10yr of measurements. These anomd=ig. 1. Time series of 21.5 nfa) sensible heat flux/ and(b) hor-
lous Hcsar measurements were strongly correlated with high izontal wir_1d speed/. H is calculated using temperature_f_rom ei-
winds (Fig.1). ther a sonic anemometer or the far thermocoupjeas specified in
Because we were suspicious about these above-zero nigh € 'egend. (See.Tabnefor de@ls). The thermocouple uses the CU
. SAT vertical wind to determinél.
time Hcsar values, we deployed CSAT 0674 from the Na-
tional Center for Atmospheric Research (NCAR) Earth Ob-
serving Laboratory (EOL) at the same level and orientation
as the CU CSAT. The EOL CSAT 0674 initially used ver3, Additional air temperature information was provided near
which we Changed to ver4 partway through our Study (Ta_the 21.5mlevel by a 0.254 mm E-type thermocouple that was
ble 1). To change from ver3 to ver4, the processing chip inlocated about 1.4 m from the CU CSAT and sampled at 1 Hz.
the CSAT electronics enclosure and the firmware version-The thermocouple temperature fluctuatioffig)(are corre-
specific calibration coefficients were both changed, but thdated withw’ from the CU CSAT to calculate a sensible heat
sonic head was not disturbed. flux (e.g., Hr, =pcpw'Ty). Because we were concerned
about flux loss due to horizontal separation and lack of high-
frequency sampling, an identical E-type thermocouple was

400

200

H [Wm™?

[m s~
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deployed in May 2010 within 3cm of the CU CSAT trans- In order to make a connection to the results from
ducers and sampled at 10 Hz. These two thermocouples anturnipseed et al(2002, we examined heat flux data col-
their associated heat fluxes will be distinguished from eachected within the period of 1998 to 2007. We found that
other using the terms “Near” and “Far” as shown in Ta- Hcsatr — Hr, (Far) using CSAT 0226 ver3 in 2007 has a sim-
ble 1. The thermocouples used in our study were createdlar wind speed-dependence to that observed with the other
by spot-welding the 0.254 mm chromel and constantan wireSCSATSs (Fig.2e). CSAT 0226 was initially deployed in 1998
together and leaving the clipped ends intact to improve thgTablel) which is relevant to our consideration of the surface
thermal frequency-respongeuehrer et a).1994). The other  energy balance in Sect. 3.6.
temperature sensor at the 21.5 m level was a mechanically as- Although the focus here has been on the vertical heat
pirated, slow-response temperature-humidity sensor (Vaisalflux, there are also differences in the horizontal heat flux
HMP35-D probe) which we use as a reference sensor fo(results not shown). We found that thery(u'T, — u'Ty)
time-averaged comparisons. difference is larger in magnitude and of opposite sign
than theHcsar — Hr,, difference (i.e.u'T, < u' Ty, whereas

w'T{ > w'Ty;). We will provide further explanation for these

differences in Sect. 3.5.

3.1 Comparison of sensible heat fluxes The heat flux differences we have presented here are qual-

itatively different from previous results using a Gill Solent

If sensible heat flux is calculated using sonic temperaturesonic anemometer mentioned in the introduction (&gelle

from two different CSATs and temperature from a co-locatedand Lindroth 1996 Aubinet et al, 2000 Smedman et al.

thermocouple, there are largé differences during periods 2007). We foundHcsar tended to be larger thafir, as wind

of strong winds that are most obvious at night (Fij. In speed increased for all conditions, whereas the Solent heat

a perfect sonic anemometer, the path-lengtis constant;  flux tended to be larger imagnitudethan H from the PRT.

however, real world changes tbcan occur as the sensor Therefore, in weakly stable conditions, we fildsar > Hr

material expands and contracts due to temperature chang&ghile the previous studies with the Gill sonic anemome-

or wind-induced stresses or vibrationSnfedman et gl. ter found Hselent< Hprr. In weakly unstable conditions,

2007). Lanzinger and Langmack009 use a Thies two-  Hcsar > Hr,, and Hsolent> Hprt. We would not necessarily

dimensional sonic anemometer to show that a 50 K temperaexpect the two sonic anemometers to behave similarly (be-

ture change results in a 0.4 mm changé jmvhich produces cause the CSAT and Solent have very different geometries,

a 1.2K error inTs. We did not observe any temperature- firmware, etc.), but it is worthwhile to note that the heat flux

dependent heat flux differences in our study. errors are in the opposite direction for weakly stable condi-
After separating the heat flux data by day and night,tions, suggesting different reasons for the error.

there is a consistent trend in thiécsatr — Hr,, difference; .

for U >~8ms, Hesar — Hr, > 0 and the difference in- 3.2 Spectral comparisons

creases as wind speed increases up to a difference of ) o . ]

~250WnT2 atU ~17ms! (Fig. 2). Our original obser- To gain f.urther insight into th/d—lchT— Hr,, d|ff$arences_,

vation that this was primarily a nighttime problem is incor- W& €xamine the spectra af , 75, andT;; and their associ-

rect, because the daytime and nighttime differences are quafit€d cospectra and ogivesrighe et al. 1997 for high-wind
itatively similar. We have separated the panels of Bigto conditions (Fig.3). The vertical wind and sonic temperature

periods when different configurations of CSATs were on theSPectra from the two CSATSs are in good agreement, but show

tower (Tablel). By comparing Fig2a and b, we find that the effectof high-frequency noise an? aliasing. fFor 1 Hz,
Hesar EOL ver3 agreed better withz,, than Hesar EOL the f Sz, noise appears to follow the™* slope that is typical

ver4. Also, Hesar — Hy,. for EOL CSAT ver3 did not have of white noise, and indicative of the true temperature sig-
as strong é dependenéce on wind speed as vera. nal dropping below the sensor noise thresh#difal and
One issue of concemn with the far thermocouple is theGaynor 1991 Kaimal and Finnigan1994. Low-pass fil-
~1.4m horizontal sensor separation from the CU csaTtering 7s to remove this noise did not significantly change
(Horst and Lenschoy2009. For Hosar — Hr,, using either Hcsar (Burns et al,2012). The temperature s'pectra from the
the far (Fig.2c) or near (Fig2d) thermocouple, a very sim- thermocouples are attenuated at frequencies aboll_eiz,_ _
ilar pattern of increasing? difference with increasing wind ~Pecause the thermal mass of the thermocouple wire limits
speed is observed, implying thaty, (Far)~ Hy, (Near). ~(he response time. In high-wind conditions (i.e., when the

This encourages us to believe that using the far thermocoud Sw @nd f 7 energy peak is shifted to higher frequencies),
we observe thatr,, (Far) is about 10 % smaller thair,

ple results in a viable heat flux. As one would expect, there ; X
(Near), presumably due to the spatial separation between the

is less scatter itHcsar — Hr,, using the near thermocouple. '
The effect of sensor separation &, (Far) and frequency far thermoc_oupl_e and thg CU CSAT. The 1THZ sampling rate
does not significantly diminish the magnitude of the flux

response of the thermocouples are revisited in Sect. 3.2. s :
(e.g., Lenschow et a).1994, which is confirmed by the

3 Results and discussion
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Fig. 2. The sensible heat flux difference calculated with the CSAT and thermocolipleaf — Hr,) versus the 21.5m horizontal wind
speedU. In (a)f), the time period and the particular CSAT and thermocouple used to determine the sensible heat fluxes are shown in the
upper left corner (see Tablefor sensor details). Each point represeHtsalculated over 30 min, then separated into daytime (left-side axis)

and nighttime (right-side axis) periods as shown by the horizontal arrows and legend. EOL CSAT 0674 ver3 is use@)jrahdff), but

an older set of factory-calibration coefficients is use)n

excellent agreement between the 10-Hz and 1-Hz;Cand low-frequency variance than the CSATs, afi@o,r,. dif-

H ogive calculations using the near thermocouple (8. fers dramatically from the cospectra of the two CSATs. The
During the day, the low-frequency parts ¢gfS;y and H ogive reveals nocturndiz,, ~ —100 W nT2 compared to

fCo,r for the CSATs and thermocouple are in fairly good Hesar~ —30 W m~2 (Fig. 3b). For smaller wind speeds, the

agreement (Fig3a). At night, however,f Sy, has more  spectra and cospectra come into better agreement4fig.
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(@ ForU>10m st (Day) Year= 2010 Month= 11
2.78 hr 16.7 min 1.7 min 10.00s 1.00s 0.10s No. 30-min Periods : 80 out of 1438
10° Vertical Wind Temperature 10°
cl\‘.—.
7 _
~ 107 )
£
z 107
wn
Y
10°
200 . .
— Sensible Heat Flux
G
£ 150
E 100
o
=
D 50
o
T
0 " " " " " " " "
0% 10° 107 10" 10° 100*  10° 10° 100" 10° 10"
f [Hz] f [Hz]
_1 .
(b) For U>10m s ~ (Night) Year= 2010 Month= 11
2.78 hr 16.7 min 1.7 min 10.00s 1.00s 0.10s No. 30—-min Periods : 157 out of 1438
10° Vertical Wind 21.5m CU CSAT 0198, ver4 10°
K 21.5 m EOL CSAT 0674, verd
'n . 21.48m T, (Near) L, G
. 10 > ¢ {10
21.98 m T, (Far) s frl
E tc
e |_
z 107 107
wn
Y
-3 NP
10 Temperature 10
Sensible Heat Flux ; j —
— w'T —
(I\| 0 : 0 T'
7
E -0
1-0.02 £
2 . X,
)
= -60 1-0.04 E
=X )
o
-80 O
T 1-0.06 =~
—
—100 -4 ‘—3 ‘—2 ‘—1 : 0 1, -4 ‘73 ‘—2 ‘—1 ‘0 1
10 10 10 10 10 10'10 10 10 10 10 10
f [Hz] f [Hz]

Fig. 3. Mean(a) daytime andb) nighttime values of vertical wind spect6g,, temperature (eithefs or Tic; see legend and Tablg spectra

St, w'T’ cospectra Cgr, and sensible heat fluK ogive versus frequency. These are 30-min periods from November, 2010 selected
for wind speed greater than 10 ntg (the number of 30-min periods that match this criterion is listed aboveéthganel). Co-spectral
analysis between the 1-Hz far thermocouple and 1GsHisesw that has been down-sampled to 1 Hz by picking samples that are closest to
the 1-Hz samples in time. Similarly, the 10-Hz near thermocouple data resampled to 1 Hz are shown by the black dots,ip HrelEo

ogive panels ofb). The dashed lines showf2/3 and £+1 slope. Note that ths,, lines from the two CSATs are nearly indistinguishable
from each other.
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Fig. 3 for the legend and further details).
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Fig. 5. The spectral coherence (Coh) and phase between the CU CSAT 0198 ver4 vertical anddemperatur@ from different sensors

(as described in the legend) versus frequeficypata are from November 2010 f¢al) day high-winds(a2) day low-winds,(b1) night
high-winds, andb2) night low-winds where each line represents the average from all 30-min periods that satisfy the criteria listed above the
Coh panel. To calculate these statistics, 224 equi-sixed40 pts) linear frequency bins were used. The phase is not shown for Qdlb.

For clarity, solid lines are not shown for all, 7 combinations in the phase panels.

The spectral coherence (Coh) and phase differences be&ESAT is to measure temperature fluctuations at night with
tween the CU CSAT ver4 vertical wind and various temper- high winds (i.e., when the true temperature variance is small).
ature sensors provide further insight into the issues ®jth  Note that the peak of Sr,. in nighttime windy conditions
Thew, T coherence reaches a maximum between 0.2 and 0.8 smaller than 10? K2 (Fig. 3b), whereas in all other con-
for most conditions and alb, 7 combinations, except for ditions the peak inf Sz, is at or above 10°K? (Figs. 3a
high winds at night where Cgh, only reaches a maximum and4).
of 0.1 (Fig.5b1). Note that this drop in coherence is true  The phase betweew’ and 7’ for turbulent time scales
with Ts from both the CU and EOL CSATs and is indicative (f >~ 0.01Hz) should be 180at night and © during the
of the decorrelation between’ and T{ that occurs at night day (e.g.Stull, 1988. We find thew, T phase generally fol-
with high winds. This result emphasizes how challenged thdows this pattern (Fig5), except during high winds at night
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Fig. 6. As in Fig. 5, except comparing temperature from the near thermocodpleNear) to the far thermocoupl@i¢, Far) and sonicZs)

temperatures as specified in the legend. The solid lines in the phase panels are the phase angles from a first-order linear differential equatio
with time constants of =1, 0.5 s, and 0.1 s. To calculate the near and far thermocouple statistics, the near thermocouple 10-Hz samples are
down-sampled to 1 Hz by picking the 10-Hz samples closest to the 1-Hz samples in time.

where there is an apparent shift in the 7s phase angle to- than the coherence between the two thermocouples due to
ward 90 (Fig. 5b1).Lenschow and Su(2007) show thatw’ the thermocouple spatial separation (Fég2 and b2). Previ-
should lag:’ by a phase angle of around®@hich suggests ously published results show that co-located, fast-response
that 7¢ in Fig. 5b1 is being affected (or contaminated) by temperature sensors should have a coherence of 0.95 or
streamwise velocity fluctuations. higher up tof ~2Hz (e.g.,Verma et al. 1979 Friehe and

We also used coherence/phase analysis to evaluate potekhelif, 1992. For our thermocouple, tHEN®?", 75 coherence
tial measurement issues due to the thermal time response above 0.9 only forf <~ 0.1 Hz indicating that higher-
of the thermocouple (Fig). For high-wind conditions, the frequencies are being attenuated. However, a visual compar-
T T,£2 coherence forf <0.2Hz is larger than 0.8 and ison of w7y, cospectra (Fig3b) with previously published
greater than that ofyx®®, 75 (Fig. 6al and b1). In contrast, cospectra (e.gKaimal and Finnigan1994 Blanken et al.
for low winds, theT;N®, Tg coherence is generally greater
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1998 Massman and Clemer2005 suggests that heat fluxes 01
calculated using the near thermocouple are reasonable. i i
Even though the two thermocouples are spatially sepa-
rated, the phase between them is close to zero because both “o1r
sensors have the same response-time characteristic§)Fig.
In contrast, the}N®, T phase angle is negative because the
thermocouple responds more slowly to temperature changes
than the CSAT. We can use the phase angle to estimate that
the thermocouple response-time is around 0.4 s in high winds |
(Fig. 6al and b1) and 0.7 s in low winds (FiGa2 and b2). —e— CSAT 0538, ver3
The phase is sensitive to the attenuation of the true temper- “06F L SSAT 0538, verd
ature signal by the thermocouple which explains why the N S S SN SN SN SN S N N SN
phase angle curves upward at around 0.8 Hz in&ig. O nelWind speedms Y
Temperature sensor response is typically characterized by _
a first-order linear differential equatiorBénedict 1977, Fig. 7. The mean temperature differencE{’ —Tref) versus wind
where the phase angle will depend on the thermal timetunnel pitot tube wind speed. The CSAT 0538 air temperaifé)
constant and should approae®0® at higher frequencies is calculated following Eq.4) and uses eithgr embedd.ed code ver3
(Fig. 6). The thermocouple response-time can be roughly es?" Ver4 (see legendet is from a mechanically aspirated T/RH
timated as the time constant pcc V/(h A) in a first-order sensor (Sensirion, model SHT 75) located near the CSAT trans-

t h is the d itv of ch | (8500 ko™ ducer. Mean values were calculated over 20 min at each tunnel wind
Sy_s em, Wherex IS the _enSI yorc ro_Te ( ; gm), speed. The temperature difference has been shifted so that the value
c is chromel heat capacity (456 JkKgK 1), V is the weld

) ] at the lowest tunnel speed equals zero. Data were collected as tun-

volume _(n?), A is the weld surface area tn ?ndh isthe  nel wind speed was increasing (stars) as well as decreasing (open

convective heat transfer coefficient (WAK™1). Because circles), and the solid line is the mean value at each wind speed.

the properties of chromel and constantan are similar, we onlyrhe Campbell Scientific factory calibrations of CSAT 0538 were

used chromel properties. If we follow the methodology out- performed on 29 March 2012 for ver3 and 30 April 2010 for ver4.

lined by Friehe and Khelif(1992 and assume the weld is

approximately spherical in shape (with a diameter twice the _ _ _

wire diameter), then the time constant of our thermocouplein EQ. ) but found it too small to explain the discrepancy

is T ~0.24 s for an air velocity of 150 andr ~1.6s for ~ betweenfcsar and Hr, (results not shown).

still air. These results are not too different from the response- giff ind q

times estimated from Figs and consistent with published -3 Mean temperature differences versus wind spee

results_ for _thermocouplesF(irahmand and Kaufm_aﬁOQD._ To further explore the difference between CSAT ver3 and

All estimations of the thermocouple response time indicate : . .
S S verd, we performed a test in the EOL wind tunnel with

that it is significantly slower than the 0.1 s still air time con- . :

stant of the PRT used krelle and Burb#2007. Although CSAT 0538 that was successively operated with ver3 and

o g er4. When the tunnel wind speed reaches around 20m's
one advantage of the thermocouple used in our study is th

it will not break during high-wind and precipitation events, _° from verd was smaller thafer by 0.5 K while .TS from

. . ver3 was smaller thaffie; by only 0.1 K (Fig.7). This result
using an alternate temperature sensor with a faster response- : . .
. . . . IS consistent with our NWT observations thégsar for ver3
time would allow confirmation that there is not any flux loss

in and ver4 behaves differently as wind speed increases (com-
Tic-

We considered the possibility of tower/sonic vibration or pare Fig-2a and b).

movement affecting the transit times (e g.andz, in Eq.3) To examine the possibility of errors ifiy on the NWT
. 9 1g.andrz 9. tower, we compar@2'" to an aspirated temperature-humidity
and causing the’T{ error. However, the main source of the

. ) — . sensor (asp as a function of wind speed (Fig). It is well-
problem appears to be witly notw’ becausen'Tic, Which  nown that7,2 can contain a significant bias relative to true
uses the same CSAW', produces reasonable heat fluxes ; §,e to uncertainties in the sonic path lengtiodscher
(e.g., predominantly negative at night). Also, similar high- ¢ 5 2005 Mauder et al.2007%). Therefore, for presentation
frequency noise in CSAB7 (not shown here) has been ob- purposes, we adjustef" with an offset determined from
served on a 30-m tower during high winds in the CHATS the low wind speed value drsair — Tasp(the offsets used for
field project Patton et al.2011). This suggests the problem o5 CSAT are shown in Fig). During both day and night
is not specific to the NWT tower. Without an independent 5,4 for ver3 and ver4 CSATEA" — Thspshows a systematic
measure of’, it is difficult to check the vertical wind, but e rease on the order of 0.2 K as wind speed increases from
we note thatf_Sw in high winds is flatte.r than the expected 5r0und 8 to 15 m=t (Fig. 8). This negativersa" error corre-
—2/3 slope (Fig3). Finally, we also considered th€q’ term  |5¢e4 with increasind/ explains the positivéicsar error in

the NWT data (further details in Sect. 3.5).

- Trei K

air
T
s
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Fig. 8. The (a, b) nighttime and(c, d) daytime mean temperature differende-{ Tasp versus 21.5m horizontal wind speéd Tasp is
measured within a mechanically aspirated housing, Arid from either a humidity-corrected CSAT§'") or a thermocoupleTi) as
specified in the legend (also see TableOnly periods withU > 1 m slare usedZ7&@" has been adjusted spusing an offset determined

for 1< U <4ms™1, which is shown in the upper left corner of each panel. The time period used is shown above each panel. The black lines
are the ver3 (left panels) and ver4 (right panels) wind tunnel data shown i.Fig.

The nighttime thermocouple measurements can be used to The CSI experiments identified thg errors to be caused
check the quality of the aspirated temperature-humidity meaby a delayed detection of the sonic pulse which is blown off-
surements. At night (FigBa and b), thelyc — Taspdifference  axis by high winds normal to the sonic-path. Delayed de-
is less thant 0.1 K and independent of wind speed. How- tection of the pulse arrival time results in an overestimation
ever, during the day (Fig8c and d), there is a well-known of the transit time which leads to an underestimation of the
radiation effect orfi that causes it to be larger thdigsp by speed of sound and thus also sonic temperature (e.g3) Eq.
about 0.6KK at low wind speeds but decreases to 0.2K forAlthough this error is qualitatively similar to the correction
high winds (e.g.Campbel] 1969 Burns and Surn200Q Fo- for the crosswind component, it is quantitatively different
ken 2008h. ThoughTi is affected by radiation, we note that and directly related to the firmware estimation of the pulse
the effect orw’Ty, should be small becaus€ should not be  arrival time.
correlated with the radiation error. The CSl experiments also confirmed that the magnitude of

the T errors differs for ver3 and ver4 of the firmware. The
3.4 Summary of Campbell Scientific, Inc. experiments CSil tests with a ver4 CSAT indicate that the issue occurs at
all wind speeds, but is significant f@f > 8ms 1. With a
To further test the sonic temperature issues, independent eXgewly calibrated ver3 CSAT, negligible temperature errors at
periments were performed at Campbell Scientific, Inc. (CSI),high wind speeds were found (consistent with the measure-
and we provide a brief summary of the results here. In the funents in the EOL wind tunnel as shown in FTy. However,
ture, CSI will release information with additional details and if 3 ver3 CSAT drifts out of calibration and crosses over a

recommendations for CSAT users. certain threshold, thefi errors similar to the ver4 errors can

Atmos. Meas. Tech., 5, 20952111, 2012 www.atmos-meas-tech.net/5/2095/2012/
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(a) 2009, 27 Sep - 31 Dec, Nighttime Data (b) 2011, 22 Oct - 31 Dec, Nighttime Data
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Fig. 9. As in Fig. 8, for the EOL CSAT 0674 ver3 usin@) newer andb) older set of factory calibration coefficients. For details about the

factory calibration dates, see TaldleDaytime data are not shown.

occur. The best indicator of calibration drift causifigerrors
in ver3 is the “poor signal lock” flag in the CSAT diagnostic
output Campbell Scientific, Ing2010. Although larger, the

whereu’u’ is the variance of:. Because wind speed in-
creases with heighty'w’ is negative. To determin&ler/ou,
we used a polynomial fit of &' — Tasp Versus wind speed

ver4 Ts errors are believed to be more stable with time than(e.g., Figs.7 and8) which is also negative. The two nega-

ver3 errors.

tive terms on the right side of Eqr)produce a positive heat

To explore how the age of the calibration affects the NWT flux error that is consistent with the NWT tower observations
tower data, in October 2011, we changed the EOL CSAT(i.e.,w'T, — w'T, > 0). Substituting Eq.8) into Eq. (7), the

(ver3) to an older set of ver3 calibration coefficients (Ta-

ble 1). There is a slight improvement if — Tasp Wwhen the
newer calibration coefficients were used (Fjj.We can also
observe a small improvement in th&sar — Hr,, difference
(e.g., compare Figga to f).

The sonic temperature is significantly more sensitive to

empirical expression for thHcsar error becomes

| =

_ [3A3u2 T 240u + Al] .

3(Asu® + Au® + Aru + Ag)
ou

err
i

©)

transit time errors than wind speed, because the wind COMpyhere As, Ay, A1 and Ap are empirical coefficients deter-
ponents are calculated from the difference between transigined by a 3rd-order polynomial fit betwe@d" — Taspand

times in opposite directions along the paFoken 2008H).
The wind speed error due to tlfg error is estimated to be
on the order of 0.1% at 20 mm$ and 0.3 % at 30 ms" and
result in a slight underestimation of true wind speed.

3.5 An empirical correction to Hcsar

A conceptual model of the CSAT heat flux error is that it de-

wind speed. Thélcsar error determined with Eq9j is pos-

itive as expected (FiglOa). Furthermore Hcsat — Herr IS
much closer tdHr,, than Hcsar (i.e., compare FiglOb with

Fig. 2d). This result shows how errors in the mean CSAT
temperature are closely linked to the heat flux measurement
errors. For some CSATSs, a 2nd-order polynomial fit with
Eq. 9) worked better than a 3rd-order fit (FigOc). Other

pends on the covariance between vertical wind and erroneougonsiderations when using E@) @re the following: (1) the

fluctuations in the sonic temperaturg():

Herr [ /i| |:3Terr ,]
— u u'|,

PCp du

Jw

En

rrr’ j—
= w'Tg, =

(7)

reference temperature sensor must not be significantly af-
fected by changes in wind speed; (2) the coefficiengsAg

are determined over a specific time period and will only be
valid if the CSAT calibration does not significantly change;

wheredw /du is the slope of the relationship between vertical (3) if 37..r/0u is stable with time, then an empirical correc-

wind and the streamwise velocity component, afg,y/du
describes how thels error changes with respect to the
streamwise velocity. To determidey /du, we could perform

a least-squares fit of instantaneausand u measurements
over a 30-min period. However, the optimal slopeaf/du

is also related ta’w’ by

ow u'w’

o

(8)

—_—
u'u’

www.atmos-meas-tech.net/5/2095/2012/

tion can be used to correct historical fluxes measured by a
particular CSAT; and (4) thélcsar error will be unique for
each CSAT.

For the horizontal heat flux,/w’ in Eq. () gets replaced
by u’u’ so the sign of the horizontal heat flux error is negative
(i.e., W' T, — u'Ty;, < 0). Because/w’ < u'u’, the magnitude
of the horizontal heat flux error is larger than the vertical heat
flux error, consistent with our observations (not shown).

Atmos. Meas. Tech., 5, 2G84, 2012
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Fig. 10. The (a, c) Hcsat sensible heat flux erroii{er) determined following Eq.9) and(b, d) (Hcsar — Herr) — Hry, difference versus
the 21.5m horizontal wind speddfor a ver4 (upper panels) and ver3 (lower panels) CSATa/c), the coefficientsiz—Ag are determined
from a fit of T2" — Tasp versus the wind speed. The difference showfbinand(d) can be compared tBlcsar — Hy,, shown in Fig.2d
and e, respectively. See the Fcaption for other details.

3.6 Consideration of the surface energy balance During the day, closure fraction usirgy,. and Hcsar di-

verges al/ ~6ms! (Fig. 11a). ForU > 13ms1, CF with
As mentioned in the introductiournipseed et al(2002 Hcsar is close to 1. Knowing about thEcsar error in high
found that the nocturnal SEB closure fraction during high winds (e.g., Fig3) suggests that the daytime CF approach-
winds varied between 0.2 and 0.6. In FidL, closure frac-  ing 1 is an artifact. In contrast, withz,_, both the daytime
tion (CF, see Sect. 2.3 for details) is calculated udii@ar  and nighttime CF values fo > 6ms! are in reasonable
(CU 0226, ver3) Hcsar empirically corrected witter (.., agreement at C& 0.65-0.75, and there is almost no depen-
Eq.9), andHry, (Far). As one would expect, CF witicsar ~ dence of CF on wind speed. Unless there is a physical rea-
closely matches the results dfirnipseed et al(2002. At son for CF to change in higher wind speeds, ustfig ap-
night (Fig.11b), CF peaks &t 0.9 for moderate wind speed, pears more reasonable th#fesar. With empirically cor-
and then becomes negative as wind speed increases (or @scted Hcsar, the day and night CF values in high winds
friction velocity increases as shown in Fig. 7Tfrnipseed  are close to 1 and the dramatic wind speed-dependence is re-
etal, 20032. For low winds, drainage flows form atthe NWT moved. Knowing that the far thermocouple underestimates
site (Yietal,, 2005 Burns et al.2011) and resultin near-zero  the heat flux due to sensor separation (i.e., as discussed in
nocturnal CF values due to decoupling, strong horizontal adSect. 3.2), the SEB closure fraction at NWT, without con-
vection of temperature, and practical difficulties with the flux sidering the storage terms, is around 70-85 %. Taking into
calculation (e.g.Mahrt 2010. These low-wind conditions  account the storage terms in E6),(we would expect the CF
require knowledge of horizontal advection for a more com-to improve by another 5-10 %. Within complex terrain, radi-
plete understandindgs(in et al. 2007, Yi et al., 2008. ation measurements are complicat@ighant et al. 2003

and the effect of sloping terrain on radiative fluxes needs to
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f@Dpay | T model was tested and found to correct most of Higsar
i ‘// error. Also consistent with the conceptual model, the CSAT
08l ~ — horizontal heat flux error is larger than the vertical heat flux

S ]
~~ L 4
[ f , « . ‘ ] error and with opposite sign. Campbell Scientific, Inc. is cur-
% L ] . . .
N Z: —— T_, CU CSAT 0226, ver3 ] rently (;No_rllrlngt_to tbe_'iter_tﬂl;aptlfy hthed magmtugl/e of tfrtle er-
=% T, CUCSAT0226,ver3 (+H )| ror and will mitigate it with future hardware and/or software
J s e’ changes.
-oz2p T (Fan 1 We also considered the impact of the CSAT heat flux er-
-04 ‘ ‘ T ‘ ‘ ‘ ‘ ror on the closure fraction of the surface energy budget and
0 2 4 6 8 10 12 14 16

found that using heat flux calculated with the thermocouple
resulted in a more realistic closure fraction that was relatively
insensitive to changes in wind speed. However, using spec-
tral phase analysis, we observed that the time response of
the thermocouple may lead to a slight underestimatioH of
In the future, a fast response, fine-wire temperature sensor
could be deployed for an additional check of heat flux from
the thermocouple.
‘ Though our study examines one specific model of sonic
Ums] anemometer, it is recommended that any sonic anemome-
ter deployed in a location with strong winds includes a
Fig. 11. The surface energy balance closure fraction fast-response temperature sensor to ensure accurate sensible
[CF=(H +LE)/Rg] versus horizontal wind speed for years  heat flux measurements. Furthermore, in a broader context,
2006-2007 for (a) daytime and (b) nighttime conditions  our temperature comparison shows the added value-of
(Ra=Rnet— G is the available energy; see text for details). dependentco-located, in-situ measurements in environmen-
Rnet is measured with a REBS, model Q7.1 radiometer. The 5| regearch. Previous comparisons of sonic anemometers by
temperature_sensor used to calculatds specified in the legend. Loescher et a(2005 were very thorough, but performed the
The calculation ofHe(r for CSAT 0226 uses the coefficients shown . . 1 .
in Fig. 10c. This figure is comparable to Fig. 7 Turnipseed et al. Com_parlson_ up to a wind speed &6 ms™, S_O any Issu_es
(2002. gt higher wind speeds were unde’Fectgd. This emphasmes an
important advantage of long-term in-situ comparisons — they
cover the range of the observation. In short, our study pro-

be taken into account (e.d.euning et al. 2012. Other fac- vides a practical example of how valuable in-situ compar-
tors that might cause the lack of closure are discussed elsdSONS can be in evaluating sensor performance.

where (e.g.Turnipseed et 812002 Foken et al.2011; Le-
uning et al, 2012.

(H+ LE)/R,

2 4 6
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