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ABSTRACT

High-rate near-surface overnight atmospheric data taken during the Cooperative Atmosphere–Surface Ex-
change Study-1999 (CASES-99) is used to quantify the representativeness of surface layer formulations under
statically stable conditions. Combined with weak wind shear, such conditions generate large dynamic stability
(Ri . 1.0), intermittency, and nonstationarity, which violate the underlying assumptions of surface layer theory.
Still, such parameterizations are applied in atmospheric numerical models from large-eddy to global circulation.

To investigate two formulas, their parameterized sensible heat flux and friction velocity (u
*

) values are
compared, when driven by CASES-99 measurements, to CASES-99 measurements of the same from various
heights. Significant inaccuracies in the magnitude and sign of flux are found with 1) a frequent, large under-
prediction of heat flux for Rib . ;1.0, 2) an overprediction of negative sensible heat flux and u

*
for ;0.2 ,

Rib , ;0.8, 3) a systematic underprediction of u
*

for Rib . 1.0 for one of the schemes tested, and 4) a
misrepresentation of natural heat and u

*
intermittency by both schemes for Ri . ;1.0. Failures of the ‘‘constant

flux assumption’’ for a given height are proposed as a partial source for the errors. Using experimental data, a
surface layer of O[1–10] m is found during dynamically stable conditions. Rather than suggest a revised algebraic
fit to the observations, an alternate approach to surface layer parameterization is proposed.

1. Introduction

This study is motivated by the generally large number
of outstanding questions regarding atmospheric behav-
ior in the nocturnal boundary layer (NBL), and partic-
ularly the dynamically stable NBL (Nappo and Johans-
son 1998; Hunt et al. 1996; Carson and Richards 1978;
Mahrt 1999). The Cooperative Atmosphere–Surface Ex-
change Study-1999 (CASES-99) field program, in
partially addressing these questions, attempted to iden-
tify the sources and to quantify the physical character-
istics of atmospheric phenomena occurring from the for-
mative stages of the NBL until its eventual breakup
during the morning transition (Poulos et al. 2002). In-
cluded among the four CASES-99 scientific goals is the
desire ‘‘to measure heat and momentum fluxes and their
divergences accompanying the events contributing to
turbulence, transports, and mixing throughout the noc-
turnal boundary layer, and especially within the surface
layer (;10 to 20 m), to asses the departures from sim-
ilarity theory under weakly stable and very stable con-
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ditions’’ (Poulos et al. 2002). This scientific goal lays
the foundation for investigations of parameterization
problems in numerical models, including large-eddy
simulation (e.g., Wyngaard and Peltier 1996; Saiki et
al. 2000; Kosovic and Curry 2000), mesoscale models
(e.g., Hanna and Yang 2001; Belair et al. 1998; Poulos
1996), and larger-scale models (e.g., Bhumralkar 1975;
Louis 1982; Mahrt 1999). The eventual improvement
of parameterizations in this regard is presumed to have
a significant impact on nocturnal temperature prediction,
representation of vertical structure of stratification and
consequent daytime convective boundary layer (CBL)
growth, and constituent dispersion in stably stratified
conditions (Oettl et al. 2001).

a. Similarity assumptions in the atmospheric surface
layer

Problems are frequently encountered by numerical
models attempting to simulate near-surface atmospheric
evolution under stably stratified nocturnal conditions
(Holtslag and De Bruin 1988; Beljaars and Holtslag
1991; McNider et al. 1995; Derbyshire 1999). Most nu-
merical models depend, in the surface layer (inasmuch
as it is defined for the NBL), on similarity theory–based
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parameterizations (e.g., McVehil 1964; Webb 1970;
Businger et al. 1971; Louis 1979; Kot and Song 1998),
although a variety of approaches have been attempted
(Pleune 1990; Herbert and Panhans 1979; Hartel and
Kleiser 1998; Dubrulle et al. 2002a,b). However, as dis-
cussed by Mahrt (1998b, 1999), the stably stratified at-
mospheric surface fluxes are not adequately described
by existing Monin–Obukhov similarity theory, which is
more appropriately applied to the weakly stable, neutral,
and convective boundary layers or where Ri , ;0.2
(Nieuwstadt 1984; Derbyshire 1994, 1995; Hill 1997;
Mahrt et al. 1998). Still, this theory is applied in modern
numerical weather prediction models (Chen et al. 1997).

Formulating surface fluxes when dynamic stability is
high is made difficult by the fact that the NBL is often
characterized by intermittent turbulent bursts of O[10]
to O[1000] s (e.g., Businger 1973; Schubert 1977; Coul-
ter 1990; Blumen et al. 2001). These sporadic or epi-
sodic events that populate the nighttime stable boundary
layer (Nappo 1991; Mahrt 1999; Mahrt et al. 1998;
Howell and Sun 1997; Blumen et al. 2001) do not lead
to statistically steady-state turbulence, which underlies
one of the major assumptions of existing theory. Other
studies have shown that intermittent bursts of turbulence
and mixing can also occur multiple times on a given
night (Finnigan 1979; De Baas and Driedonks 1985;
Weber and Kurzeja 1991; Katul et al. 1994; Finnigan
1999; Coulter and Doran 2002; Sun et al. 2002). Such
behavior is verified by the detailed clear-sky nighttime
measurements taken during CASES-99 over quite flat
terrain. Contributions to intermittent turbulence have
been found from nonlocal turbulence sources such as
density currents, solitary waves, roll vortices, Kelvin–
Helmholtz billows, elevated ducted waves, multiscale
katabatic flows, residual layer turbulence downward
penetration, physiographic heterogeneity, orographical-
ly generated waves, inertial oscillations of the nocturnal
jet, and other unknown sources (Caughey and Readings
1975; Hooke et al. 1973; Thorpe and Guymer 1977;
Acevedo and Fitzjarrald 2001, 2003; Blumen et al.
2001; Newsom and Banta 2003; Poulos et al. 2002;
Mahrt and Vickers 2002; Soler et al. 2002; Sun et al.
2002; Van de Wiel et al. 2002a,b; Fritts et al. 2003).
One-dimensional modeling of this intermittent behavior
in the nighttime boundary layer has been reported by
Revelle (1993), and of the stably stratified case (Wyn-
gaard 1975; Galmarini et al. 1998), but the underlying
turbulent transfer mechanisms are not yet clearly un-
derstood. Recent advances in direct numerical simula-
tion techniques have begun to show promise in the study
of this problem with solutions for Re . 10 000 (Werne
and Fritts 1999, 2001), as well as at lesser Re (Riley
and Lelong 2000; Barnard 2000).

The nonstationarity associated with the mechanisms
described above contributes to the problems encountered
in attempts to model near-surface statically stable con-
ditions, when the Brunt–Väisälä frequency N and there-
fore the bulk Richardson number Rib [see (5)], are greater

than 0 (Delage 1997). This lack of knowledge inhibits
the development of reliable parameterizations of the very
dynamically and statically stable nighttime boundary lay-
er. Several efforts, for example, have attempted to iden-
tify the source(s) of errors in surface layer parameteri-
zations for stable flows identified by Carson and Richards
(1978) and Louis (1979), specifically drastic model sur-
face cooling. It is argued by Poulos (1996) that oscil-
lations in the stable surface layer parameterization can
occasionally induce unrealistic cooling under low wind
conditions. This gradient is enhanced by the turbulence
parameterization and, in some cases, ‘‘runaway’’ cooling
can occur. This nonphysical behavior is also discussed
by Mahrt (1998b) to be the result of radiatively driven
heat loss that is not sufficiently compensated for by the
heat flux calcualted in the stable surface layer parame-
terization. This aspect is further complicated by the im-
portant includence of soil variables on NBL evolution,
such as soil moisture, a variable that is generally poorly
initialized in numerical models (Banta and Gannon
1995); soil freezing (Viterbo et al. 1999); and soil model
total heat capacity (Derbyshire 1999).

In many cases, the parameterized surface layer fluxes
are inadequately matched to the formulation of the tur-
bulent diffusion parameterization that is responsible for
diffusing strong radiative cooling to greater heights.
Derbyshire (1999) has recently examined this problem
by a combined numerical and theocretical study ascrib-
ing the cause of numerical model failure (unrealistically
large cooling) to a positive feedback. The positive feed-
back arises as a result of the no-slip boundary condition,
where 1) near the surface, radiative cooling strengthens
static stability thereby decreasing frictional retardation
of flow; 2) near-surface flow accelerates, increasing
shear immediately next to the surface, but reducing
shear above this layer where the turbulence parameter-
ization operates; and 3) the increased flow speed im-
mediately next to the surface causes the surface layer
sensible heat flux to increase there, causing more cool-
ing, but higher above the reduced shear reduces the
turbulent transfer of warm inversion air downward. This
effect was not found by Derbyshire to require a sharp
cutoff in drag at the critical Richardson number (Ric)
which is consistent with the pathology of model over-
cooling experienced by the authors. Furthermore, Der-
byshire presents evidence that in fact this may be a
natural occurrence that is otherwise intolerable in our
necessarily imperfect numerical models of the bound-
ary/atmosphere interface. So, to improve these param-
eterizations a more accurate physical basis must be
found for the clear-sky NBL condition, when dynami-
cally stable conditions (Ri . Ric) often exist.

b. The surface layer parameterization

It is instructive to evaluate some of the formulations
used in atmospheric numerical models to identify areas
for improvement. The surface layer parameterization, in
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practice, simply calculates fluxes between the location
just above ground where U 5 0 (which defines the
roughness length z0) and the first model grid point above
ground (z1), effectively defining a fixed surface layer
depth. The height of z1 varies depending on modeling
application and user preference from typically 1 to 200
m. Thus, in a practical sense, an effective surface layer
parameterization in any model will have to account for
the behavior of the atmosphere between the ground and
z1, with some accounting for the influence of nonlocal
sources on flux. So, quite frequently the surface layer
in the model as defined by the z0 to z1 layer, is not related
physically to the evolving surface layer in the atmo-
sphere during the diurnal cycle. The problems associ-
ated with the arbitrary selection of the surface layer
height in model simulation is further exacerbated by the
inability to define a surface layer per similarity theory
in stably stratified conditions, particularly those noc-
turnal conditions where winds are weak, and static sta-
bility high. With a no-slip boundary condition, shear
only becomes small when weak winds are present at z1.
Above z1 in a numerical model, various forms of tur-
bulence or boundary layer parameterization are respon-
sible for transport of quantities.

The grid cell average surface layer kinematic eddy
momentum flux can be generically defined using sim-
ilarity assumptions as

2 z
2 2 1/2 2 2[(u9w9) 1 (y9w9) ] 5 u* 5 a U F , Ri , (1)m1 2z0

where u* is the friction velocity, a2 is the neutral drag
coefficient, is the mean horizontal wind, and Fm is aU
stability correction to the drag coefficient for momentum
dependent on z, z0, and Ri. As necessitated by the dis-
cretization of the Navier–Stokes equations, and in par-
ticular the use of Dz, Ri is most often approximated to
the surface using Rib, or using a substitute relationship
based on Monin–Obukhov length, L (Launiainen 1995;
Holtslag and Ek 1996; van den Hurk and Holtslag 1997).
Analogous general formulae for heat and moisture can
be written by substituting a stability-corrected drag co-
efficient for heat Fh, and their surface layer kinematic
fluxes are then

w9u9 5 u*u* and w9q9 5 u*q*, (2)0 0

respectively, where u* and q* are the appropriate scaling
parameters. Using the constant flux assumption (Monin
and Obukhov 1954), the surface fluxes (1) and (2) are
assumed to equally represent the fluxes at z1. Temper-
ature can be substituted for u with no loss of generality.
Note that (1) contains no dependence on horizontal scale
and is thus applied similarly for a grid cell for any grid
configuration. Under nocturnal, weak wind, clear sky
conditions, this formulation will mix the cooler, low-
momentum air at the model surface with warmer, faster-
moving air at the first model grid point above ground.

A large number of surface layer parameterization for-

mulations have been proposed, with a considerable
number that have somewhat similar characteristics
(many of these are described by, e.g., Yaglom 1977;
Sorbjan 1989; Delage 1997; van den Hurk and Holtslag
1997; Andreas 2002). For simplicity, from this group
we chose two representative parameterizations that re-
tained characteristic behavior of a number of parame-
terizations currently in use, but that use Rib for stability
correction. The specific parameterizations tested herein
for statically stable conditions are those proposed by
Louis et al. (1981) and Delage (1997).

Using a ratio of eddy conductivity to eddy diffusivity
of one, the formulation of Louis et al. (1981; see also
Kim and Mahrt 1992) can be written as

2 21 k 2 (10Ri )b2 1/2 u* 5 U 1 1 , (3)[ ](1 1 5Ri )  bz
ln 1 2z0 

2 k UDu
1/2 21 u* 5 [1 1 15Ri (1 1 5Ri ) ] , (4)b bu* z

ln 1 2z0 

where
2

Ri 5 (gDzDu)/U u (5)b

is the bulk Richardson number, and k 5 0.40 is the von
Kármán constant, and Du is the temperature gradient
from z0 to z1. The quantity a2 5 [k/ln(z/z0)]2 is generally
known as the neutral drag coefficient (CDN). Under this
formulation, which is a modified form of that originally
proposed by Louis (1979), the stability-corrected drag
coefficient for heat reduces more slowly at high Rib,
resulting in relatively greater surface layer heat flux.
Still Louis et al. (1981) shows that it drops by over an
order of magnitude as Rib → 1.0, and we find it ap-
proaches zero as Rib → 3.0.

The Delage (1997) formulation is also a modification
to the Louis (1979) formulation, amounting to a simple
increase in the value of one constant from 4.7 to 12.
Though simple, Delage (1997) shows that this formu-
lation has some of the characteristic behavior at large
Rib of that proposed by Beljaars and Holtslag (1991),
which uses L as a basis for its stability correction, and
does not contain a critical Rib where turbulent fluxes
would become zero (e.g., Holtslag and De Bruin 1988).
The Delage (1997) formulation can thus be written as

2 k 2
2 21 2 u* 5 U [(1 1 12Ri ) ] , (6)b

 z
ln 1 2z0 

2 k UDu
21 2 u* 5 [(1 1 12Ri ) ] . (7)bu* z

ln 1 2z0 
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2. Data and comparison with Louis et al. (1981)

a. Relevant field observations summary

The CASES-99 field experiment was held during the
month of October 1999 over the relatively flat terrain
(average slope of ;0.18) of southeast Kansas (Poulos
et al. 2002). During CASES-99 high-resolution infor-
mation with height was obtained by a 60-m tower out-
fitted with an unusually dense vertical array of fast-
response sensors. The instruments relevant to the current
study include six levels of either Campbell Scientific
CSAT3 or Applied Technologies K-style sonic ane-
mometers (at 0.5 or 1.5, 5, 10, 20, 30, 40, 50, and 55
m, respectively) sampled at 20 samples per second (sps),
34 levels of E-type fine-wire thermocouples (from 0.23–
58.1 m) sampled at 5 sps, four levels of RM Young
Model 9101 Prop/Vane Anemometers (at 15, 25, 35,
and 45 m), and six levels of slow-response aspirated
temperature/humidity sensors (at 5, 15, 25, 35, 45, and
55 m). Poulos et al. (2002) has more detailed infor-
mation about the CASES-99 60-m tower instrumenta-
tion.

The thermocouple temperature data were processed
based on the six slow-response sensors. Based on com-
parisons with the aspirated temperature data, the night-
time thermocouple temperature has an absolute accuracy
of about 0.158C. The mean wind and turbulent flux data
used for the analysis herein are from the 5-min-averaged
data from the National Center for Atmospheric Research
(NCAR) Atmospheric Technology Division (ATD). Co-
variances are computed over a 5-min period, which
should be short enough to exclude most mesoscale in-
fluences on the fluxes, but long enough to capture most
of the turbulent flux, during statically stable conditions
(Howell and Mahrt 1997). To minimize flow distortion
effects on the sonic anemometer measurements, all data
with a wind direction between 2508 and 2908 were ne-
glected in this study (the sonic anemometer booms
pointed to the east). The 5-Hz thermocouple data were
averaged over the same 5-min periods.

b. Data analysis

The data were used to calculate Rib from (5) between
each level and the ground in 5-min intervals for a 10-
h period during the nighttime, 0000–1000 UTC (1900–
0500 LST). By calculating Rib between the ground and
a sonic anemometer level, we mimic the calculations
made by a numerical model between z0 and z1. To cal-
culate Rib, the surface temperature was estimated using
the mean temperature measured by five downward-look-
ing narrow-beam Everest Interscience infrared radi-
ometers, which were within 300 m of the 60-m tower.
The vertical gradient of wind was determined by com-
bining the sonic and prop/vane wind speed data at the
appropriate level and using zero wind speed at z0 by
definition. For comparison purposes, a second estimate
of the surface temperature was made with the 0.23-m

thermocouple (near the top of the vegetation). During
nighttime, the 0.23-m thermocouple and five-station-
averaged radiative temperature were typically within
about 18C. This difference was slightly larger for low
wind speed conditions. Examples of Rib calculated using
the 0.23-m thermocouple and five-station-averaged ra-
diative temperature are shown in Fig. 1a. With knowl-
edge of Rib, and assuming z0 5 0.01 (typical of plains
grassland), (3)–(7) can then be used to calculate u* and
u*. These parameters are then combined to create sen-
sible heat flux (Hp) for comparison to the eddy-corre-
lation sensible heat fluxes (H) measured by the sonic
anemometers, and u* is compared directly with the cal-
culations of u* from the sonic anemometers. We choose
herein to focus on the behavior of the Louis et al. (1981)
and Delage (1997) formulas for u* and (or equiv-w9u9
alently, u*u*) at large Rib. To what degree might the
parameterization be in error, for a large range of Rib .
0, compared with measured u* and H?

The various sonic levels are taken to represent, in
effect, potential user-defined vertical grid configurations
or z1. In current modeling applications, z1 is generally
selected based on numerical considerations and com-
putational efficiency, without much concern for the
physics of the NBL, the surface layer, or the assumptions
in surface layer theory. Given the relative shallowness
of the surface layer underlying the NBL compared to
that in the convective boundary layer, this approach is
perhaps as satisfactory as any. Further, given the in-
adequacy of surface flux measurements using sonic an-
emometers when the measurement height falls below
;5 m (Mahrt 1998a; Howell and Sun 1997) and the
sampling frequency is low, the relative importance of
this selection is probably low. That said, we should hope
that our modified similarity theory–based surface layer
schema, such as those tested herein, satisfactorily ap-
proximate the behavior of the real NBL, regardless of
Rib.

For brevity, we have chosen to present results based
primarily on measurements taken at 20 m, with lesser
discussion of results derived from the 10-m and 50-m
heights, although a variety of tests were made for the
other sonic levels to ensure the adequacy of our con-
clusions. Furthermore, we have limited our investigation
to those cases where Rib . 0, with a particular focus
on the very stable case where fluxes generated by in-
termittent turbulence can dominate transport. Theoret-
ical and observational studies indicate that the critical
Ri for the onset of turbulence is met when Ri , ;0.25
(Ellison 1957; Woods 1969; Stewart 1969; Oke 1970;
Arya 1972; Yamada 1975). Since our Rib are calculated
using the bulk formula, this limit is not strictly appli-
cable, less so as Dz increases. When Ri exceeds 1.0,
buoyant suppression of turbulence overcomes the shear
production, and thus momentum and scalar fluxes be-
come negligible [although radiative flux divergence is
likely to be significant (Funk 1960)], in the absence of
external sources.
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FIG. 1. A sample time series 1900–0500 LST 22–23 Oct 1999 from CASES-99: (a) Rib calculated using
a temperature gradient between 20 m and the surface vs time. The surface temperature was evaluated in
two ways: 1) with the mean infrared temperature of five sensors within 300 m of the 55-m tower (open
circles) and 2) using the thermocouple temperature at the height (0.23 m) of the local grasses (dots). (b)
As measured at 20 m u

*
vs time (open circles) and calculated from the Louis et al. (1981) formulation

(dots) and the Delage (1997) formulation (stars). (c) As measured at 20 m H vs time (open circles) and
calculated from the Louis et al. (1981) formulation (dots) and the Delage (1997) formulation (stars).

c. The evolution of u* and H with changes in Rib

Since we seek to refine the relationship between sur-
face layer fluxes and Rib, it is useful to review the be-
havior of observed u* and H with evolving overnight
Rib, to determine whether any unexpected relationships
may be present. In our investigation of time series such
as Fig. 1 for all CASES-99 nights, we find no clearly
dominant pattern of behavior. At times, we find the the-
oretical expectation that as Rib decreases, turbulence
increases, and vice versa. At other times, no relationship
or an inverse relationship exists. Of course, this incon-
sistent behavior can be explained by the use of Rib rather
than Ri, so that the local measurement by the sonic

anemometer at a given height is not representative of
Rib, which is calculated from the ground to 20 m. How-
ever, these are precisely the conditions under which sur-
face layer formulations such as (3) and (4) are expected
to perform well in reproducing the behavior of the near-
surface atmosphere.

An example of the behavior of u*, H, and Rib is shown
in Fig. 1 for one of the 10-h periods from overnight on
22–23 October for a height of 20 m on the 60-m tower.
Let us follow the time progression of Rib as calculated
using skin temperature in Fig. 1a and observed u* and
H (all indicated with open circles). First, we note that
the decrease of Rib from 1900 LST from 1.0 to ;0.20
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(Rib of ;0.20 lasts then for about 2 h) is not accom-
panied by a significant increase in either observed u*
or H (Figs. 1b and 1c, respectively). As mentioned pre-
viously, if these measurements were of Ri rather than
Rib we would expect a decrease in Ri to correspond
with an increase in turbulent fluxes, but in this case we
show that Rib is not so correlated. After 2200 LST, we
see that the values of Rib increase again to about 0.6,
before and after a period of missing data. This period
of generally greater Rib is not associated with lower u*
and H, as would be expected, but rather similar or slight-
ly larger u* and magnitude of H. Starting about 0000
LST, Rib again is ;0.2 for a period of 3 h. Although
u* and H are somewhat larger in magnitude (they ac-
tually gradually decrease in magnitude through the 3-h
period) than during the previous lower Rib period, they
are not so different than the high Rib period preceding
them. Between 0325 and 0355 LST, Rib again increases
significantly to a peak value of nearly 0.8. Compared
to the immediately preceding period of lower Rib, there
is not a notable response in the observed value of u*
or H, although the values are lesser in magnitude than
the average values for the entire 3-h period. Finally, at
the far right-hand side of the plot, we note that Rib drops
to ;0.2 for a period of 1 h. In this case, more traditional
behavior prevails in the observations; both u* and H
increase significantly in magnitude, suggesting an in-
crease in turbulent mixing.

Although the behavior of the observed fluxes does
not necessarily follow the theoretical relationship be-
tween Ri and fluxes at all times, the Louis et al. (1981)
and Delage (1997) formulas must. Inspecting the low
Rib periods we find a general overprediction of both
heat and momentum flux. At higher Rib the Louis for-
mula shows somewhat larger magnitude u* values,
while the Delage-based values are relatively smaller in
magnitude, though it is not possible to describe the ad-
equacy of their performance from this plot alone. The
implications of these observations is very significant as
described further below. All of the above descriptions
are valid for Rib calculated using thermocouple tem-
peratures located at the top of the local roughness el-
ements (see black dots in Fig. 1a). We found that the
thermocouple temperatures were generally 1 K warmer
than the average skin temperature, resulting in slightly
lower overall Rib values per (5).

3. Analysis

a. The constant flux assumption

Given the use of the constant flux assumption in the
application of the Louis et al. (1981) and Delage (1997)
formulas and the known problems with their application
for high Rib, it is of interest to use the experimental
data to evaluate flux profiles (e.g., Elliott 1964), estimate
the depth of the surface layer, and assess the validity of
the constant flux assumption for positive Rib. The depth

of the surface layer is defined as that height where the
given flux changes by a some mathematically tolerable
threshold fraction of its maximum value near the surface
(Monin and Obukhov 1954). Generally, fluxes are ex-
pected to decrease in magnitude with height from the
surface, and nearly linearly for a uniform lower bound-
ary. A commonly used value for this threshold is 10%,
although Monin and Obukhov (1954) used 20% for that
depth through which momentum flux is ‘‘practically’’
constant in neutral conditions (see also Obukhov 2001,
p. 164). As stated by Panofsky and Dutton (1984), there
is no precise quantitative definition of the surface layer,
and for u*, a threshold of 5% is appropriate. For this
analysis we have chosen to stratify the data based on
Rib as calculated from the 20-m level. Also, since the
1.5-m sonic anemometer was lowered to 0.5 m halfway
through the experiment, these data were linearly inter-
polated or extrapolated to create a continuous time series
at both 0.5 and 1.5 m for the generation of flux profiles.

Figure 2 presents the mean and median profiles of H
and u* with height for all Rib . 0.2. Distributions of
all H are shown for each sonic anemometer height avail-
able (Fig. 2a), where the data have been binned to create
the distributions and all data above 13 W m22 are
summed in the final bin on the right-hand side, while
all data below 225 W m22 is summed in the final bin
on the left-hand side. The distributions indicate that the
number of extreme events increases with altitude above
ground, particularly in the case of strong negative heat
flux events. In response to those large events, the mean
H profile is not monotonic; as height increases above
20 m, the mean value moves toward larger negative
values. This tendency is consistent with Mahrt’s (1999)
notion of an ‘‘upside-down boundary’’ layer. The me-
dian profile does not respond to extreme events by def-
inition, and decreases monotonically toward zero. In all
cases, the distribution is skewed negative and non-
Gaussian, although closer to the surface roughness el-
ements the tendency for fewer extreme and zero events
is evident.

We note that the depth of the traditional surface layer
(where the vertical dashed lines intersect the mean and
median profiles of H) in this case is approximately 2
m using a 10% threshold. Note, however, that actual
magnitude of the mean H profile does not change much
with height and is not monotonic, making the estimate
difficult to interpret (or even defining a boundary layer
difficult). Indeed, similar plots limiting the data to high-
er and higher Rib indicate that the surface layer becomes
less well defined with increasing bulk stability (in part
due to decreasing numbers of available data). As has
been discussed by Mahrt (1999) the NBL is difficult to
define as static stability increases, so we would expect
the surface layer to be likewise difficult to evaluate. A
plausible physical interpretation of this mean profile is
suggested by the frequency of low-level jets of 7–10 m
s21 at ;100 m AGL observed during CASES-99 (Pou-
los et al. 2002; Banta et al. 2002). The first 20 m AGL,
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←

FIG. 2. (a) Mean and median H vs height for all valid CASES-99
data between 1900 and 0500 LST, overlaid on the distributions of H
at each height for all data where Rib at 20 m was greater than 0.2.
(b) As in (a) but for u

*
. The depth of the theoretical surface layer is

shown by where the vertical dashed lines intercept the mean and
median profiles.

in which the heat flux decreases with height, represents
a portion of a traditional surface-based nocturnal bound-
ary layer (which is also consistent with a 2-m-deep sur-
face layer). The region from 20–55 m AGL, where the
heat fluxes again increase, is sensibly considered a con-
sequence of shear-generated turbulence beneath the low-
level jet that results in downward transport of heat from
the inversion aloft. In combination, rather than an up-
side-down boundary layer, in the mean for heat flux we
find ‘‘mirrored’’ boundary layers.

The equivalent plot for u* is shown in Fig. 2b. Here
we find mean and median profiles that are even less
amenable to interpretation relative to the surface layer
than the H profiles. Rather than decreasing with height
toward zero, u* increases with height. In this case, the
source of momentum flux is aloft, consistent with low-
level jet formation and weak near-surface winds, and a
traditional surface layer is not present (though we have
drawn lines indicating the 10% threshold for consisten-
cy). This profile more favorably compares with the con-
cept of the upside-down boundary layer (Mahrt and
Vickers 2002), but contrasts the mirrored profile of
mean H. Mean vertical profiles of temperature (not
shown) indicate that the strongest potential temperature
increases occur on average below 10 m AGL and in the
inversion aloft, with much smaller temperature gradients
between these regions. Combined with mean profiles
that show increasing wind speed with height, we can
logically conclude that in the mean, where large-mag-
nitude intermittent heat flux events contribute to the
profile shape, the mirrored heat flux profile would exist.

The implications of the inability to define a traditional
boundary layer, and also a surface layer, is significant
for numerical modelers (please reference section 1b).
Since z1 defines the numerical model’s surface layer
height, according to Fig. 2, it should be placed at a few
meters if proper representation of overnight surface heat
fluxes over approximately flat terrain is desirable. Plac-
ing such a constraint on numerical model configuration
creates significant computational challenges. However,
if we consider that other assumptions (e.g., continuous
turbulence) of similarity theory are also violated in the
dynamically stable regime, and that during daytime such
a selection for z1 would be too small, the relative benefits
of strict adherence to the constant flux assumption is
perhaps limited. Nevertheless, we would expect failure
of surface layer schemes on the basis of this information,
for higher Ri or Rib even if constrained by observational
data.
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FIG. 3. From the Louis et al. (1981) formulas H vs Hp for heights
of (a) 10, (b) 20, and (c) 50 m for Rib . 0.01. 0.01 , Rib , 0.25
(in blue), 0.25 , Rib , 1.0 (in green), and 1.0 , Rib (in red).

b. Formulation evaluation

1) H VERSUS Hp

Figure 3 compares the heat fluxes measured by the
sonic anemometer H versus the Louis et al. (1981) pa-
rameterization heat flux Hp at three levels and reveals
some inadequacies. First, all Hp are negative, whereas
a significant fraction of the actual sensible heat fluxes
are greater than zero (tabulated further below); H . 0
indicates potential flux contamination by wave activity
(Chimonas 1985) but also corresponds to external and

vertically localized flux sources, such as density cur-
rents. Second, even when H is negative, Hp is system-
atically too small at Rib . 1.0 (red dots), as also shown
in Table 1 comparing column 6 to column 8. Although
the Louis et al. (1981) formula has been modified to
maintain fluxes to larger Rib than the Louis (1979)
scheme, it continues to significantly underestimate
them, even for this relatively simple field experiment
location. For Rib . 1.0 (up to as high as Rib ; 30),
this underprediction is so severe that all errors approach
100%.

The latter observation is consistent with an under-
estimated transfer of cold surface (radiationally cooled)
air upward when Rib . 1.0, compared with the atmo-
spheric behavior measured during CASES-99. Thus, the
erroneously low surface temperatures occasionally
found in numerical models may be caused by this un-
derprediction, assuming this conclusion is globally ap-
plicable. If Hp is systematically too small at high Rib,
then for that case, the other components must compen-
sate in the surface energy balance. It has been shown
by Derbyshire (1999) and Viterbo et al. (1999) that due
to the large thermal inertia of soil relative to the air, the
soil heat flux term can be a dominant source of adjust-
ment. The latent heat flux, which is also parameterized
with similar relationships to (1), could also be under-
estimated (not to mention subject to the well-known
errors in soil moisture representation, and contributions
from the complexities of vegetation parameterization).
Thus, the radiative term (calculated by the radiative pa-
rameterization) is the only other surface energy balance
component that can compensate for the potentially non-
physical evolution of near-surface temperature via ra-
diative flux divergence.

In theory, the radiation should be able to accomplish
this balancing, but in practice, it cannot. First, radiative
schemes are expensive and radiative tendencies are thus
frequently calculated at a rate considerably slower than
a typical numerical model time step. For example, in
the Regional Atmospheric Modeling System (RAMS;
Pielke et al. 1992), it is a frequent practice to use time
steps near 30 s and run the radiation scheme every 600–
1200 s. Thus, the radiative scheme cannot adjust to time
step–to–time step excess cooling being generated by Hp

at z1 when Rib . ;1.0 in overnight conditions. To a
lesser degree, the fact that most radiation schemes are
considerably simplified versions of the full radiative
transfer equations (e.g., 1D and limited in spectral con-
tent), can be a factor. Given the complex orography in
much of the land-covered portion of the earth, the lack
of a horizontal radiative component can become sig-
nificant where grid spacing is small enough to resolve
steep terrain. As is commonly found in basins, orog-
raphy can also make such parameterization problems
more evident, as light winds and statically stable layers
are more frequent. One can rationally suggest that to
partially counteract the tendency for bias toward low
temperatures, modelers can more frequently run their
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TABLE 1. For all points where Rib falls within certain bounds at 10, 20, and 50 m, the number of points in the category, and the Rib, H,
Hp 2 H, and H . 0 statistics; Hp values are for the Louis et al. (1981) formulation only.

Tower
level

(m AGL) Rib range
No. of
points Rib Rib median

H
(W m22)

H median
(W m22)

Hp 2 H
(W m22)

Hp 2 H
median

(W m22)

Hp 2 H
s

(W m22) % of H . 0

10
20
50

0.01–0.25
‘‘
‘‘

1591
1577
1338

0.09
0.10
0.12

0.08
0.09
0.11

218.27
221.34
228.81

212.04
214.29
224.68

20.13
0.15
0.74

21.62
23.38
21.90

15.5
17.9
24.0

2.8
2.8
4.2

10
20
50

0.25–1.0
‘‘
‘‘

432
587
741

0.47
0.44
0.42

0.41
0.37
0.38

22.40
22.44
22.24

21.74
21.44
20.60

21.38
24.85

211.16

21.60
24.27

210.72

4.3
5.3
8.8

16.4
14.8
26.2

10
20
50

1.0–4.0
‘‘
‘‘

97
142
201

1.83
2.03
1.99

1.54
1.80
1.82

20.66
21.13
20.49

20.36
20.47
20.15

0.16
0.50

20.71

20.09
20.17
20.67

3.1
2.4
1.9

36.1
27.5
33.8

10
20
50

.4.0
‘‘
‘‘

32
39
81

18.35
11.81
10.27

6.30
7.45
7.67

20.69
21.49
20.46

20.41
20.63
20.12

0.65
1.45
0.38

0.37
0.61
0.05

2.3
3.1
1.2

31.2
33.3
42.0

radiative schemes, allowing for a smoother and perhaps
stronger adjustment to inadequacies of the surface layer
scheme at high Rib.

Figure 3 also shows some intersecting trends in be-
havior with increasing Rib. At relatively low, but pos-
itive Rib (blue dots) a greater fraction of Hp are too high
at all three levels, but the range of H and Hp is similar.
At 10 m, the overprediction is somewhat less than that
at 20 or 50 m. This trend can be attributed to more
continuous down gradient transfer near the surface
where external influences are less dominant. A similar
trend of overprediction is found for 0.25 , Rib , 1.0,
but also the range of Hp becomes much larger with
height, while the range of observed sensible heat flux
narrows. For Rib . 1.0, the tendency for Hp to approach
zero mutes this trend, but at 50 m the range of Hp is
greater than at lower levels. The range of H for Rib .
1.0 does not appear to change, unlike at lower Rib. One
can conclude from these observations that the perfor-
mance of the Louis et al. (1981) scheme is dependent
on height above ground in some manner that is not
captured by the z/z0 dependency in (3) and (4).

Table 1 also shows some interesting trends in behav-
ior relevant to the representation of the surface layer
numerical models. First, we note that the number of
data points available for a given Rib threshold dimin-
ishes by approximately 150 times for a given height per
the first three columns. The numbers are reasonably
high, however, even for Rib . 4.0, particularly consid-
ering these are 5-min averages. The difference between
the relatively higher mean and the median Rib values
emphasizes the scatter of the data and also the sensitivity
of the mean to outliers (see especially Rib . 4.0). This
point is reinforced by the mean and median H values,
in columns 6 and 7, indicating a broad range of H for
a given Rib threshold. Those same columns show that
with increasing z, the scatter increases for 0.25 , Rib

, 1.0; the mean H stays approximately constant with
height (or layer thickness), while the median decreases

in magnitude, because the median is not sensitive to
strong intermittent turbulent events (recall from Fig. 2
that more extreme flux events occur at greater heights
than at lower heights). This trend disappears for 1.0 ,
Rib , 4.0 and Rib . 4.0, and the maximum mean and
median values of H shift to the 20-m-thick layer. Given
the relatively high frequency of nocturnal low-level jets
over the CASES-99 site, we believe the behavior of H
with height for 0.25 , Rib , 1.0 can be ascribed to
more widely varying wind speed at 50 m, compared
with lower levels. The higher mean H at lower levels
also is sensibly described as the result of stronger near-
surface stratification subject to more or less continuous
turbulence when any wind is present. For higher Rib,
the maximum in H is at 20 m, although generally the
values are quite small and the behavior may be physi-
cally related to the intermittent phenomena observed
during CASES-99. In fact, it is important to note that
mean H drops by nearly an order of magnitude for all
Rib . 0.25 thresholds, validating roughly the drag co-
efficient behavior in the Louis et al. (1981) scheme not-
ed earlier. On the contrary, for Rib . 1.0, the mean H
drops again by a factor of 2 but does not become ;0
like Louis et al. (1981) at high Rib.

Columns 8–10 of Table 1 show the statistics of the
parameterization error relative to observed for the dif-
ferent Rib thresholds and layer depths. Relatively little
bias is indicated compared to the mean and median H
for 0.01 , Rib , 0.25, although this performance be-
comes somewhat worse with height. This fact empha-
sizes that even for lower Rib conditions, a relatively
lower placement of z1 is warranted in numerical models.
Because H reduces significantly for all thresholds where
Rib . 0.25, but the bias (or mean Hp 2 H) does not
drop proportionally, the relative importance of the errors
is magnified. The standard deviation of the errors, in
column 10, is presented to further emphasize the in-
creasing scatter in the data relative to the mean and
median error with increasing Rib. The magnitude of
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FIG. 4. (a) Here sH and s [Louis et al. 1981 (dots) and Delage 1997 (stars)] vs Rib, and (b) H and HpHp

(Louis et al. 1981; Delage 1997) vs Rib. Insufficient data do not allow the drawing of a meaningful line
beyond Rib 5 2.0 in (b). Std dev ranges are also shown in (b) for some of the data.

negative sensible heat flux is predicted to be consid-
erably too high for 0.25 , Rib , 1.0, in contrast to
behavior at Rib outside this range. Larger magnitude
negative fluxes are also found at the 50-m level for 1.0
, Rib , 4.0, validating our observation of different
behaviors at different altitudes in Fig. 3. At higher Rib

thresholds we also note the trend of the bias (column
8) approaching the mean value of H (column 6). This
is a clear indication of the questionable performance is
replicating the observed H by the Louis et al. (1981)
scheme. At lower levels, for example, the 10-m layer,
the performance is marginally better for a given Rib

threshold. As the Rib threshold increases, however, the
failure of the scheme for this experiment is clear: Hp 2
H ; ; HMedian. We conclude that the Louis et al.H
(1981) scheme provides insufficient (nearly zero) Hp

relative to observations that show a small but continued
source of upward transfer of cold air, even at high Rib.

These conclusions are emphasized by plotting the be-
havior of Hp and H and their standard deviations versus
Rib as shown in Fig. 4. In addition to the values for the
Louis et al. (1981) formulation, we also include those
based on Delage (1997). At other heights, a similar re-
sult is found, and thus they are not shown here. We find

that the behavior of the CASES-99 observations clearly
deviates from the parameterized high Rib behavior of
Louis et al. (1981; lines are fit to the mean of H and
Hp up to Rib 5 2.0, in Fig. 4b) and also Delage (1997).
An overprediction of negative heat flux by the Louis et
al. (1981) formula in the range 0.1 , Rib , 1.0 is
evident (note, too, that there is no sharp transition in H
at Rib ; Ric). Some of these average errors are quite
significant. For example, at Rib 5 0.2, the average H
from CASES-99 observations is 24.5 W m22, where
as Hp for Louis et al. (1981) is 220.5 W m22, nearly
a four-fold increase in magnitude. Then from ;1.0 ,
Rib , ;2.0 the behavior of Louis et al. (1981) improves
as the lines converge, although the s is considerablyHp

reduced from that of the observations.
The Delage (1997) formulations, (5) and (6), are

shown using a star symbol in Fig. 4, and also show
similar behavior as the Louis et al. (1981) formulation,
although the errors are smaller at low, positive Rib. Spe-
cifically, overprediction of the magnitude of H is found
for the range 0.1 , Rib , 0.6 and an improved mean
performance is found from ;0.7 , Rib , ;1.0. The
overprediction of H by the Delage (1997) formula for
Rib 5 0.2 is approximately half that of the Louis et al.
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FIG. 5. (a) Parameters su*
and su*p [Louis et al. 1981 (dots) and Delage 1997 (stars)] vs Rib, and (b) u

*and u
*p (Louis et al. 1981; Delage 1997) vs Rib. Insufficient data do not allow the drawing of a meaningful

line beyond Rib 5 2.0 in (b). Std dev ranges are also shown in (b) for some of the data.

(1981) scheme. For Rib . ;1.0 it is shown in Fig. 4
that for the Delage (1997) scheme Hp → 0 more quickly
and somewhat more in error than the Louis et al. (1981)
formulation (this is clearer in a plot using a reduced
scale on the y axis, not shown). However, similar to the
Louis et al. (1981) formulation, the standard deviation
of Hp is significantly underrepresented relative to the
observations.

The open circles in Fig. 4, representing H for Rib .
2.0, indicate that significant fluxes, as typically gener-
ated by intermittent events at high Ri continue to modify
the temperature structure of the NBL. In contrast, for
high Rib the Hp for both Louis et al. (1981) and Delage
(1997) has systematically become nil. Note that there
are a number of occasions at large Rib where H . 0,
and that the fraction of occurrences increases both with
increasing Rib (column 11 of Table 1). On the basis of
mean H in the table for Rib . 4.0 these errors translate
into an unaccounted for natural heat transfer of 38C h21.
Although statistically significant standard deviations
cannot be reliably calculated due to the small volume
of data for Rib . 2.0, it is clear that external sources
generate far larger variability in H than Hp. A significant
fraction of these fluxes are large negative values and

some are moderate and positive. Using this observation,
if one wished to replicate the average behavior for Rib

. 2.0, a simple functional form as proposed by Kondo
et al. (1978), where the modified drag approaches a
constant minimum value is suggested. In fact, the Louis
et al. (1981) scheme continues to provide very small
values, and the Delage (1997) scheme even smaller val-
ues, for high Rib since they contain no Ric in their for-
mulations.

2) u* VERSUS u*p

Additional information can be gleaned regarding the
physical realism of the Louis et al. (1981) and Delage
(1997) formulas by observing their ability to predict u*.
In addition to defining the surface layer momentum flux,
u* is an important component in the prediction of H
per (2) and the calculation of surface layer scaling pa-
rameters for heat and moisture flux. Figure 5 shows this
relationship as in Fig. 4, but for u*. Here, we find an
overprediction of u* compared with observations using
(6) for all 0.03 , Rib , 0.50 (with very large errors as
Rib approaches zero), a crossover point at ;Rib 5 0.54,
and an underprediction of mean Rib for Rib . 0.54.
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Note that u* values are just slightly above zero for Rib

. 2.0. The prediction of u* by (3) is considerably more
realistic for the entire Rib range. First, the performance
at the lowest Rib values plotted is quite good, although
for 0.1 , Rib , 0.7 there is an obvious overprediction
in mean u*. Using (2) we thus find that errors in u*
contribute toward poor performance of the Louis et al.
(1981) scheme for H described earlier. For 0.9 , Rib

, 2.0 the mean performance of (3) is very good, al-
though the standard deviation of the values of u* is
quite small compared to the observations (Fig. 5a). For
Rib . 2.0, the Louis et al. (1981) formulation maintains
a significant u* compared to Delage (1997), which is
more consistent with the observations, although with far
less variability as shown in Fig. 5a. These comparisons
indicate clearly that the Delage (1997) formulation for
small, positive Rib has an offsetting behavior in u* and
u*, leading to a somewhat more satisfactory perfor-
mance for heat flux while exhibiting great errors in mo-
mentum flux. At larger, positive Rib, the Delage (1997)
formula’s underprediction of u* is a component of the
problem in the underprediction of H. The Louis et al.
(1981) scheme, on the other hand, shows considerably
more accurate mean behavior for all positive Rib for u*,
in contrast to the prediction of H. For large Rib the
significant u* predicted by the Louis (1979) formula
allows for somewhat more significant, though still small,
values of Hp per Fig. 4. In the case of either scheme,
the overall variability in momentum flux compared to
its natural variability is greatly underpredicted, even for
these data that are based on 5-min averages.

3) A DIFFERENT APPROACH

A more physically based approach to the formulation
of high Rib parameterization schemes is suggested by
the obvious divergence of parameterization behavior
from the natural evolution of CASES-99 covariances.
Previous attempts to reformulate surface layer equa-
tions, such as (3) and (4) or (6) and (7), have typically
fit the mean fluxes so that they more closely fit the
observed means or theoretically expected surface layer
behavior. As we have shown, this approach does not
always provide globally applicable formulas, nor does
it account for the variability of natural events (partic-
ularly at high stability). A comprehensive representation
of the global variability of surface layer evolution, in-
cluding high dynamic stability and turbulence inter-
mittency, would require far more extensive data than
presented herein. A more appropriate dataset would con-
sider geographic areas of widely varying physiographic
characteristics and climatology, and different seasons
and roughnesses, prior to determining a globally appli-
cable mean behavior. We propose a more physically
realistic approach to improve the standard deviation of
the predicted flux values such that they represent the
natural variability of the atmospheric fluxes. As shown
in Figs. 4a and 5a, the data from a reasonably flat grass-

land in southeast Kansas show a much larger variability
than represented by current surface layer schemes.

The data suggest that in addition to refitting the u*
and u* relationships themselves [ (3) and (4), or (6) and
(7)] to more adequately capture the mean behavior at
high Rib that a statistically bounded, physically based,
stochastic component be added to the basic formulation
of, say, (3), such that

2 21  k 2 (10Ri )b2  u* 5 U 1 1 1 « ,
1/2[ ](1 1 5Ri )   bz

ln  1 2z0  

Ri . 0, (8)b

where « is a random variable within a defined proba-
bility function P; P would be physically bounded by
experimental data from measurements over a variety of
surfaces around the globe for at least all four seasons.
It is unrealistic to expect the CASES-99 field experiment
data to adequately represent the characteristics of pos-
itive Rib behavior for the entire globe, as it is limited
to the month of October, and a single surface charac-
teristic. Furthermore, P would likely be a function of
Dx, Dy, and Dz (or z1); the grid spacings in x, y, and
z; Dt, the numerical model integration time step; and
D2, the horizontal domain area of the particular model.
Such a relationship is the focus of ongoing research,
and is based on the inability of numerical models using
discrete grid spacing and time steps to adequately rep-
resent the intermittency and even the existence of at-
mospheric phenomena responsible for fluxes in stati-
cally and dynamically stable conditions.

4. Summary

We have used CASES-99 nighttime observations to
1) calculate the sensible heat flux and u* from two sur-
face layer formulas (Louis et al. 1981; Delage 1997)
and compare the parameterized fluxes to those observed;
2) investigate the ‘‘constant flux’’ assumption and the
implications of that for the implementation of surface
layer formulas; and 3) characterize the basic statistical
behavior of heat and momentum fluxes for statically
stable conditions, particularly large dynamic stability.
Our results suggest that surface temperature numerical
prediction errors, such as cold bias or occasional un-
realistic cooling, over flat terrain can be ascribed to the
inadequate representation of the impact of nonlocal
NBL phenomena on local fluxes at high Rib, the place-
ment of z1 at high levels compared to the actual surface
layer height in the clear-sky NBL, and overprediction
of cooling fluxes at relatively low Rib. We find that the
Louis et al. (1981) and Delage (1997) formulas predict
zero or near-zero sensible heat fluxes for all Rib . ;2.0
and Rib . 1.0, respectively, whereas observations show
considerable average negative heat flux for all Rib. For
momentum flux, the Delage formula predicts near-zero
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values for large Rib, while the Louis formula predicts
more reasonable mean values. As a result cold air would
be generated at the ground surface in a numerical model
by radiational cooling, but not transferred to the first
model grid level above ground, if model Rib became
large. Thus, unrealistic vertical temperature gradients
could be created that may not be adequately balanced
by a radiative parameterization, or otherwise create nu-
merical instability.

We have also investigated the constant flux assump-
tion based on profiles of heat and momentum flux. Using
a threshold value of 10% and we find that the average
surface layer in the NBL for Rib . 0.2 is either a few
meters deep or undefined. These results suggest that it
may be difficult to prescribe a fixed surface layer height
in a numerical model, as is currently the practice, and
to also expect exclusively similarity-based surface layer
formulas to perform adequately at large stability. The
near-surface heat fluxes were found, in the mean for Rib

. 0.2, to be reasonably constant and nonmonotonic with
height up to 55 m, making the boundary layer difficult
to define, in part because of the influence of increasing
intermittency between 20 and 55 m above ground. The
u* profile for Rib . 0.2 was consistent with the upside-
down boundary layer concept (Mahrt and Vickers
2002), making the surface layer undefinable, whereas
the mean sensible heat flux profile exhibited a mirrored
boundary layer shape.

We also found that the Louis et al. (1981) and Delage
(1997) formulas overpredicted the magnitude of nega-
tive sensible heat flux for 0.1 , Rib , 1.0 and 0.1 ,
Rib , 0.6, respectively, with this overprediction becom-
ing worse and tending toward higher Rib with greater
altitude. Momentum flux was also overpredicted by
these formulas for most Rib , 0.5. As a result, at low
but positive Rib, these formulas will transfer cool air at
too great a rate to the first model grid point above
ground. This behavior can lead to excessive cooling at
z1 if flux divergence is negligible above the surface layer.

CASES-99 observations, as outlined in section 1 and
indicated by the scatter, magnitude, and standard de-
viation of H and u* for large Rib, clearly indicate a wide
variety of nonlocal sources of potential mixing. Our
results make it tempting to re-propose (Kondo et al.
1978) that the drag coefficient be a constant or nearly
constant value for high Rib, allowing continued down-
gradient transfer for all variables for Rib . 0. We pro-
pose instead a more physically realistic and compre-
hensive concept on the basis of the routine occurrence
of various external atmospheric phenomena inducing
fluxes. This approach introduces to surface layer for-
mulas a random component of a defined probability
function that would by physically bounded by far more
comprehensive field observations and practically im-
plemented with additional requirements based on model
configuration.
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