
1. Introduction
The concept of equal upward and downward thermal energy fluxes across the earth surface is the key argu-
ment behind the traditional surface energy balance (SEB) “since the earth’s surface is a boundary interface 
and can absorb no energy” as Geiger et  al.  (1995) (first edition: Geiger,  1927) described it. The earliest 
discussion on the SEB that we can find is by Albrecht (1937, 1940). Being able to observe the SEB with all 
measured energy transfers is critically important to ensure our understanding of energy transfers in the 
atmospheric thermodynamics.

The traditional SEB over flat terrain without vegetation is commonly expressed as the balance among the 
net radiation at the surface, Rnet, the sensible heat flux, QH and the latent heat flux, QE at a given height z, 
and the downward soil heat flux at the surface, QGsfc, which is also called the ground heat flux (Foken, 2017), 
that is,

   ,net H E GsfcR Q Q Q (1)

where

  Δ .Gsfc G SQ Q Q (2)

In the literature, QGsfc is often considered as the downward soil heat flux corrected to the soil surface. That is, 
QGsfc is derived with the commonly observed downward soil heat flux measured at a distance below the sur-
face, QG, and inclusion of the soil heat storage between the depth where QG is measured and the surface due 
to soil temperature changes, ΔQS (e.g., Kustas & Daughtry, 1990; Li & Wang, 2020; Liebethal & Foken, 2007; 
Liebethal et al., 2005). However, most of the sites in the global FLUXNET tower network do not report ΔQS 
(e.g., Stoy et al., 2013). Any observed surface energy imbalance (SEI) from Equation 1 is expressed as the 
residual of the SEB, Qres, as
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    .res net Gsfc H EQ R Q Q Q (3)

That is, the residual of the SEI, by definition, is positively related to the 
available energy Rnet − QGsfc and negatively related to turbulent energy 
transfers, QH and QE. Often, the ratio r between the turbulent thermal 
energy transfer QH + QE and the available energy Rnet − QGsfc,





,H E

net Gsfc

Q Qr
R Q (4)

is used as a measure of the SEI if r deviates from unity. Evidently, r may 
be ill-defined, when |Rnet − QGsfc| approaches zero, leading to large uncer-
tainty in quantifying the magnitude of the imbalance.

Results from numerous field-measurement studies have shown a consist-
ent and systematic inability to balance the SEB (e.g., Aubinet et al., 1999; 
Foken,  2008; Foken et  al.,  2010,  2011; Leuning et  al.,  2012; Oncley 
et al., 2007; Twine et al., 2000; Wilson et al., 2002). As illustrated in Fig-
ure 1, this observed SEI, on average, varies diurnally—the available en-

ergy is larger than the sum of the turbulent energy transfers during daytime (Qres > 0) with the largest Qres 
around noon, less than the sum at night (Qres < 0) with a relatively small value of Qres, and is equal to the sum 
around the morning and the evening transition periods (|Qres| ≈ 0) (e.g., Foken, 2008; Oncley et al., 2007; 
Panin & Bernhofer, 2008). Although the magnitude of the SEI is largest during daytime, but when consid-
ered as a fraction of percentage deviation, r is greater at night (e.g., Kidston et al., 2010; Wilson et al., 2002).

Understanding the SEB relies on the thermal energy balance. Guided by total energy conservation, 
Sun (2019) found that the fact of turbulence kinetic energy (TKE) changes through thermal energy transfer, 
such as surface heating to thermal plumes, is recognized in the kinetic energy balance but ignored in the 
thermal energy equation. In the stratified atmosphere, this energy transfer is important (more later). The 
systematic SEI and the recent energy conservation study prompt us to re-examine the SEI. In this study, 
we mainly explore the effects of including the missed energy transfer in the thermal energy equation in 
the SEI and how its inclusion may explain the SEI. We also investigate efficiency effects of turbulent heat 
and moisture transfers near the surface, where the major thermal energy source/sink for the atmospheric 
stratification is located. We first briefly describe traditional investigations of the SEB in the literature, and 
discuss key physical concepts relevant to the SEI but not clearly addressed yet in the literature (Section 2). 
We then examine the thermal energy balance in the air layer above the surface and the soil layer that in-
terfaces with the air layer by focusing on the key physical processes that are missed in the traditional SEB 
study (Section 3). Based on field observations described in Section 4, we estimate all the energy transfers 
that contribute to the SEI with special focus on physical processes when the largest SEI is observed under 
free convective conditions in Section 5. The important conclusions are summarized in Section 6.

2. A Brief Review of the Surface Energy Imbalance
2.1. Historical Investigations

The SEB has been used to judge the eddy correlation method for obtaining QH and QE soon after the tech-
nique was invented (e.g., Elagina et  al.,  1973; Foken & Oncley,  1995; Kaimal,  1978; Suomi,  1957; Swin-
bank,  1951). Numerous studies on the SEI have been published since its first formulation more than 
80  years ago, and are reviewed by many authors (e.g., Foken et  al.,  2011; Leuning et  al.,  2012; Mauder 
et al., 2020). Here we only briefly summarize some major hypotheses for the SEI with a few references given 
the massive amount of the SEB work in the literature. Most of the investigations of the SEI focus on meas-
urement issues in the atmosphere such as mismatch of footprints for the measured energy transfer terms 
in the SEB (e.g., Finnigan,  2004a), measurement errors due to phase differences between variables and 
instrument misalignments (e.g., Horst & Lenschow, 2009), wind speed correction for sonic anemometers 
(Burns et al., 2012; Horst et al., 2015), sonic-anemometer structural issues (e.g., Frank et al., 2016; Nakai 
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Figure 1. Adapted from Figure 4, Foken (2008). Note that the negative 
surface energy imbalance (residual) here corresponds to the positive 
turbulent energy transfers plotted here.
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et al., 2014), unaccounted horizontal energy transports (e.g., Aubinet et al., 2003; Culf et al., 2004; Mahrt 
et al., 1994, 2001; Sun et al., 1997; Oliphant et al., 2004; Sun et al., 2007; Sun & Mahrt, 1994), non-stationar-
ity of turbulent mixing (e.g., Mahrt, 1998), turbulence averaging time (e.g., Finnigan et al., 2003; Mauder & 
Foken, 2006), estimation of soil heat storage (e.g., Heusinkveld et al., 2004; Jacobs et al., 2008) and canopy 
heat storage (e.g., Haverd et al., 2007; Lindroth et al., 2010), and unaccounted energy transfers associated 
with large-scale eddies or secondary circulations due to insufficient averaging time, especially over hetero-
geneous surfaces (e.g., Brötz et al., 2014; Charuchittipan et al., 2014; Finnigan, 2004b; Finnigan et al., 2003; 
Mauder & Foken, 2006; Roo & Mauder, 2018).

With careful estimates of instrument errors, Oncley et  al.  (2007) found that the imbalance exceeds the 
estimated measurement errors. Charuchittipan et al. (2014) explored the extension of the averaging time 
for obtaining sensible and latent heat fluxes used in the SEB, and concluded that increasing averaging time 
cannot solve the SEI problem in general. Oliphant et al.  (2004) found that footprint mismatches do not 
significantly impact the imbalance. Oliphant et al. (2004) and Leuning et al. (2012) concluded that heat 
advection cannot explain the SEI in general. Other factors that could affect turbulent mixing and potentially 
contribute to the SEI such as soil moisture (e.g., Burns et al., 2015; Mauder et al., 2007), friction velocity 
(e.g., Barr et al., 2006; Oliphant et al., 2004; Sánchez et al., 2010; Wilson et al., 2002), and canopy heat stor-
age and biological processes (e.g., Jacobs et al., 2008; Oke, 2002; Oliphant et al., 2004; Oncley et al., 2007; 
Wilson et al., 2002) have also been explored. Available studies to date have failed to eliminate the systematic 
SEB residual in general but only reduce it at some sites; thus, the systematic imbalance still exists for ma-
jority of balance investigations.

Currently, the major focus of addressing the SEI seems to be on unstable conditions associated with buoyan-
cy-driven large local circulations resulting from landscape heterogeneity that cannot be captured at a fixed 
location (e.g., Foken, 2008; Mauder et al., 2010, 2020; Panin & Bernhofer, 2008; Stoy et al., 2013). Although 
Eder et al. (2015) found that local circulations could extend to the surface, Steinfeld et al. (2007) concluded 
that organized turbulence structures cannot explain the observed imbalance due to their small magnitudes 
near the surface in transporting thermal energy. Relevant to this discussion, Sun et al. (2016) found that the 
strongest vertical energy-transferring turbulence eddies (those with the largest vertical velocity variance 
[Lenschow & Sun, 2007]) at an observation height z over a homogeneous surface scale with z under both 
strong-wind and convective conditions. This result implies that when mesoscale circulations approach the 
surface, the local wind speed at z is enhanced such that the enhanced bulk wind shear at z relative to the 
surface would generate the strongest energy transferring eddies at the scale of z. Even though mesoscale cir-
culations with scale larger than z can be important in transporting energy far above z (e.g., Sun et al., 1996), 
on average, their direct contribution to vertical energy transfer at z is relatively small near the surface in 
comparison with the most energetic turbulence eddies with scale z. This result suggests that vertical en-
ergy transfer by mesoscale circulations themselves is important in transferring energy in the atmospheric 
boundary layer but is unlikely to be important very close to the surface as the ultimate explanation for the 
SEI in general.

Overall, the above mentioned explanations may reduce the SEI at some sites, but none can explain the sys-
tematic diurnal variation of the imbalance over a variety of surfaces. Consequently the observed SEI often 
results in a lack of confidence in turbulent flux measurements using the eddy-correlation measurement 
technique to the extent that enhancing observed turbulent fluxes from eddy correlation measurements by 
an adjustment factor has been a proposed remedy (Huang et al., 2008; Kanda et al., 2004; Panin & Bern-
hofer, 2008; Twine et al., 2000). The observed systematic SBI is commonly ignored in numerical models.

2.2. Important Concepts Relevant to the SEB

The traditional SEB concept emphasizes the energy balance at the air-surface interface, whereas the con-
cept of energy conservation should be applied to a finite volume of mass such as to a soil layer below the 
surface with a finite depth. Even with a proper formulation of the SEB for a finite layer, several important 
physical processes have been overlooked in investigations of the SEI.

First, Geiger et al (1995) (p. 34) described the physical processes at the air-soil interface clearly, stating:
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“Study of fluid flow also shows that in places where the air comes into contact with a solid surface 
such as the ground or a wall, turbulence and hence eddy diffusion do not extend to the solid. A layer 
of air a few millimeters thick adheres with great tenacity to the wall or the ground. This is termed the 
laminar boundary layer. The laws of eddy diffusion are not valid in this layer, but transition from the 
solid surface to turbulent air is completed within it, governed only by the laws of molecular physics. 
In this layer, heat is transported only by conduction, and water vapor and other atmospheric elements 
only by diffusion. This laminar boundary layer constitutes a formidable barrier to the transfer of en-
ergy, mass and momentum …”

That is, any material and energy exchange between Earth and the atmosphere is through molecular thermal 
conduction or molecular diffusion (e.g., De Groot & Mazur, 2013). Molecular diffusion for heat transfer, 
which depends on temperature differences across the air-land interface, is a much slower physical process 
compared to turbulent mixing in the atmosphere, and is confined in a thin air layer adjacent to the surface 
where turbulent mixing is not effective (Foken, 1978). Therefore, molecular diffusion and its distinctive 
characteristics in transferring thermal energy are important but overlooked in studying the SEB. The key 
issue in the SEB is whether we can obtain molecular diffusion of heat transfer across the surface by meas-
uring all the other heat transfers in the thermal energy balance of the air layer below the turbulence meas-
urement height assuming the energy transfers in the soil layer can be properly measured.

Second, Sun  (2019) recently found that the traditional thermal energy balance is based on the first law 
of thermodynamics, which is only valid for flow at rest with zero kinetic energy as described in Batche-
lor  (1967). Because the air motion within a soil layer is negligibly small, the traditional thermal energy 
balance based on the first law of thermodynamics traditionally used in meteorology is valid for the soil 
layer. For the dynamic atmosphere, where air motion is strongly influenced by diabatic or non-adiabatic 
net heating Q and mechanical work      pV  , where ϵ, p, and V are viscous stress, pressure, and the 
wind vector, respectively, the thermal energy balance should be constrained by total energy conservation 
as practiced in engineering. Total energy conservation has also been referred to as the first law of thermo-
dynamics (e.g., Bennett & Myers, 1962; Bird et al., 2007; Kuo, 2005). Based on total energy conservation for 
the atmosphere, the sum of kinetic, thermal, and potential energy changes is balanced by [Q−∇⋅(pV) + ϵ] 
(Appendix  A). For the atmosphere, surface heating/cooling provides thermal energy to the atmosphere 
through molecular movement in the molecular diffusion layer while turbulent mixing above consists of 
organized observable air motions beyond random molecule movements and is characterized with kinetic 
energy. Thermal expansion/compression as a result of thermal diffusion at the surface would lead to air 
density changes when turbulent mixing is not effective in transferring heat, leading to vertical variations 
of air density. When air density increases with height such as during daytime, positive buoyancy generates 
turbulent mixing, resulting in negative vertical density fluxes. When air density decreases with height such 
as at night, shear-generated turbulent mixing results in positive vertical density fluxes. In either situation, 
the vertical density flux results in atmospheric potential energy changes, which disturbs the background 
hydrostatic balance. The hydrostatic imbalance would generate non-hydrostatic energy transfer in changing 
TKE based on kinetic energy conservation. Thus, the surface thermal energy transfer actually provides en-
ergy not only to thermal energy changes in the atmosphere but also to kinetic energy changes as evident in 
development of thermal plumes. Constrained by total energy conservation, if the potential energy change 
leads to a TKE increase, the same amount of energy has to be reduced in the thermal energy balance. With-
out properly counting for all the energy transfers in the traditional thermal energy balance, which is the key 
energy balance used in investigating the SEB, the SEI needs to be revisited in light of total energy conserva-
tion. A brief demonstration of derivation of the new thermal energy balance from an angle slightly different 
from Sun (2019) is given in Appendix A and schematically illustrated in Figure 2.

Third, either a soil or an air layer is an open system (e.g., Bird et al., 2007). As a water flow, either liquid or 
vapor, goes through an open system, the thermal energy of the system may vary when the temperature of the 
water flow into and out of the system changes even though the water mass within the system remains the 
same. Hillel (1980) (P. 300) stated that “Temperature gradients affect the moisture potential field and induce 
both liquid and vapor movement. Reciprocally moisture gradients move water which carries heat.” Water 
movement in soil can be driven by capillary water flow induced by soil water gradients as a result of soil 
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evaporation, either in air pockets or at the Earth surface (Heitman et al., 2008; Yamanaka & Yonetani, 1999) 
and water vapor transport from the surface to the atmospheric boundary layer. As the consequence of the 
diurnal variations of the surface temperature due to solar heating during daytime and longwave cooling at 
night, temperature in both the soil and air layers joint at the surface varies vertically. The thermal energy 
change associated with water mass flows through either the soil or the air layers is generally overlooked in 
addressing the SEI.

3. Energy Balance Across the Surface
We investigate the thermal energy balance within two horizontally homogeneous layers connected at a flat 
surface for simplicity (schematically illustrated in Figure 3): a soil layer (SL) with depth δzs and an air layer 
(AL) from the surface up to z. The downward soil heat flux is measured at the bottom of the SL, z = −δzs; 
turbulent heat and moisture transfers are measured at the top of the AL, z.

3.1. Thermal Energy Balance in the Air Layer

The AL includes a thin molecular diffusion layer (MDL) at the bottom of the atmosphere adjacent to the 
surface, which is observed by, for example, Hupfer et al. (1975) and Foken (1978), and a turbulent surface 
layer (TSL), which is nearly the entire AL. Although the MDL is negligibly thin, conceptually, molecular 
heat transfer has distinctively different characteristics from turbulent transfer in the TSL, where all meas-
urements for studying the SEB are made.

In the TSL, the kinetic energy balance is derived from momentum conservation (e.g., Garratt, 1992). The 
Reynolds-decomposed kinetic energy balance in W m−3 with a mean variable and its perturbation repre-
sented by an over-line and a prime, respectively, can be formulated in two-dimensions for simplicity as
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Figure 2. Illustration of energy transfers (following the blue arrows) from the surface heating QC to kinetic and 
thermal energy increases with zero mean wind (Em = 0) and negligible radiative heating in the air layer. As the air at 
the surface is heated by molecular diffusion QC, air expansion leads to the air density decrease adjacent to the surface 
(right panel). The resulting positive buoyancy, that is, the negative air density flux, disturbs the background hydrostatic 
balance; hydrostatic imbalance generates a positive non-hydrostatic energy transfer, NHq , which decreases potential 
energy of the air layer. Based on kinetic energy conservation, NHq  enhances turbulence kinetic energy (TKE), e, as 
evident in thermal plume development (bottom left), which, in turn, enhances TKE dissipation k  and dissipation heat 
t . The energy transfer process under convective conditions prevents QC from being effectively transferred upward such 

that the heat flux at z,  w  is not equal to QC. Physically, QC occurs in the molecular diffusion layer (MDL) adjacent to 
the surface, and the kinetic and the thermal energy balances here are for the energy transfers in the turbulence surface 
layer (TSL) above the MDL, where the MDL and the TSL are illustrated in Figure 3. We include QC here to illustrate the 
energy source for all the energy transfers in the TSL under free convective conditions.
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Figure 3. Schematic diagram of the thermal energy balance in the soil layer (SL, blue) and the air layer (AL, red). 
The soil layer is defined by the depth of the downward heat transfer QG at z = −δzs; the air layer is defined by the 
turbulence measurement height at z, and consists of a thin molecular diffusion layer adjacent to the surface (enlarged 
here for visibility), and a dominant turbulent surface layer at the top. The thermal thermal energy balance in the two 
layers is connected through the molecular heat transfer at the surface, QC, that is, the blue QC equals the red QC. Under 
convective conditions when the mechanical forcing through the horizontal pressure gradient, radiative forcing QRA, and 
the thermal energy transfer due to temperature changes of water vapor passing through the AL QMA are relatively small 
in comparison with QC, QC is the only energy source for all the energy transfers in the AL, including heat storage ΔQa, 
the turbulent heat transfer at z, QH, and the vertically integrated non-hydrostatic energy transfer, QNH, for increasing 
kinetic energy in the AL, which is missed in the traditional thermal energy balance. The heating resulted from energy 
dissipation, QDT, is the by-product of the energy dissipation, which is controlled by the contribution of QNH to and 
the energy dissipation QDK in the kinetic energy balance (QDK is not in this diagram as this diagram is for the thermal 
energy balance only). In the SL, QGsfc is added at the surface to reflect the traditional counting of the energy transfers 
in the SL at the surface. In reality, it represents the heat storage in the SL, ΔQs, and the downward heat flux, QG, at 
the bottom of the SL, which are plotted in the diagram. Note that because the liquid water evaporation, QE, consumes 
energy in the SL, thus it is blue even though the water vapor flux is estimated in the AL through the water mass 
balance. The additional energy transfer associated with liquid water flowing through the SL with temperature changes 
when it is in and out of the SL, QMS, is traditionally overlooked.
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Equation 5 includes the temporal variation (t: time) of both TKE, ae, and mean kinetic energy (MKE), 
a mE  on the lefthand side (LHS). The two kinetic energy changes are connected through the second term on 
the righthand side (RHS) of Equation 5 (ρa: air density, V: horizontal velocity, w: vertical velocity, z: height). 
The first term on the RHS is the pressure gradient force (p: air pressure, x: horizontal distance). The term k  
is the kinetic energy dissipation due to the turbulent-eddy cascade resulting from the work done by the sur-
rounding air through air dynamic viscosity, μ, and interactions between turbulence eddies and the surface.

The term NHq  comes from w(∂p/∂z  +  ρg) and represents the non-hydrostatic energy transfer assuming 
the mean state is hydrostatically balanced, which means that the vertical mean pressure gradient forc-
ing  /w p z is balanced by the mean potential energy change agw (g: the gravity acceleration constant). 
Physically, the non-hydrostatic energy transfer, NHq , is generated in the process of restoring the atmosphere 
toward a new hydrostatic balance when the atmospheric hydrostatic balance is disturbed through potential 
energy changes as a result of vertical density fluxes. This energy transfer is responsible for thermal plumes 
in convection. As long as the net forcing leading the non-hydrostatic balance continues, the hydrostatic 
adjustment process through the vertical density flux in generating NHq  continues. Often, the air density is 
replaced with temperature and pressure through the ideal gas law, thus, NHq  is the sum of the two familiar 
terms in the TKE equation—the buoyancy generation,    ( / )a g w  (θ: the potential temperature), and 
the TKE transfer term,    /w p z. In investigation of the atmospheric boundary layer, only the first term is 
considered as an energy generation term; the second term is either parameterized in terms of heat fluxes 
or ignored in practice. The evidence of the role of the non-hydrostatic energy transfer due to the potential 
energy change in the TKE balance has been implicitly demonstrated by McBean and Elliott (1975) in their 
observed importance of the sum of the vertical heat flux and the vertical divergence of vertical pressure 
fluxes in the TKE balance.

As Bird et al. (2007) clearly stated, “there is no conservation law for internal energy." The thermal energy 
balance has to be derived from total energy conservation with kinetic energy conservation as the residual 
energy balance. Following this concept described in (Sun, 2019), which is further explained and summa-
rized in Appendix A and also schematically illustrated in Figure 2, the thermal energy balance in W m−3 for 
the turbulent atmosphere can be expressed as
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Equation 10 is the familiar thermal energy balance except the extra term  NHq  (θ: potential temperature, cp: 
the air specific heat at a constant pressure, Q: diabatic heating/cooling, t : heating associated with TKE dis-
sipation). The extra energy transfer,  NHq , represents the energy compensation for the consequent kinetic 
energy change as a result of the forcing [Q − ∇ ⋅ (pV) + ϵ] on a system and the non-hydrostatic adjustment 
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in the atmosphere. That is, when the forcing Q leads to the non-hydrostatic energy transfer and kinetic ener-
gy increase, the available energy for increasing thermal energy has to be reduced to satisfy total energy con-
servation. Therefore, Equation 10 includes the same non-hydrostatic energy transfer NHq  as in Equation 5 
but with the opposite sign. The traditional thermal energy balance is based on the special situation when 
impacts of kinetic energy changes on thermal energy changes are not considered. The heating as a result of 
kinetic energy dissipation, t , represents the energy difference between the work done by the viscous stress 
ϵ in total energy conservation and the kinetic energy dissipation ϵk in the turbulent atmosphere (Kuo, 2005), 
and is well-known but often neglected in studying the atmosphere.

By vertically integrating Equation 10 in the AL to include the MDL (Appendix B), we have the thermal 
energy balance for the AL as

     Δ .H a NH MA C RA DTQ Q Q Q Q Q Q (12)

Equation 12 represents the balance between the energy gain/loss within the AL on the RHS and the energy 
consumption on the LHS. The terms in Equation 12 are the sensible heat flux at the top of the AL, QH, the 
heat storage in the AL, ΔQa, the vertically integrated NHq , QNH, the vertically integrated thermal energy 
change due to water vapor flux moving through the AL with its air temperature change from the surface air 
temperature to the air temperature at z, QMA, the molecular heat transfer at the bottom of the AL, QC, the 
vertically integrated net radiative flux divergence/convergence, QRA, and the vertically integrated heating 
from the TKE dissipation t , QDT.

Alternatively, the non-hydrostatic energy transfer QNH in the AL can be estimated by vertically integrating 
the kinetic energy balance, Equation 5, from the surface to height z as
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 (15)

ΔEk and QDK are the kinetic energy change and the energy dissipation in the AL. Equation 13 indicates that 
when the rate of the background mechanical work done by  /V p x is small, QNH would be the dominant 
energy source for the kinetic energy change, ΔEk. Consequently, QNH would impact the kinetic energy trans-
fer through momentum fluxes (  ( ) /a V w V z), the TKE dissipation (QDK < 0), as well as the temporal 
kinetic energy change.

3.2. Thermal Energy Balance in the Soil Layer

We vertically integrate the traditional thermal energy balance in the SL from z = −δzs to z = 0 (Appendix B) 
as the kinetic energy of the air flow in the SL is negligible,

      Δ ,net C E s G MS Gsfc MSR Q Q Q Q Q Q Q (16)

where Equation 2 is used. In Equation 16, ΔQs represents the heat storage of the moist soil, Rnet is the net 
radiation in the SL as in Equation 1, QC is the heat flux exchange at the surface through molecular thermal 
conduction as in Equation 12, QG is the soil heat flux at z = −δzs as in Equation 1, that is, a positive QG rep-
resents downward heat transfer, QMS is the thermal energy flux associated with the soil water flux moving 
through the SL with its temperature change across the SL, and QE = L0E is the latent heat flux due to liquid 

Q dz
DK

z

k
 0  ;
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water evaporation E in the SL, where L0 is the latent heat of vapourization. The thermal energy balance in 
the SL, Equation 16, is valid for any δzs; however, one concern of the SL depth is the QG measurement accu-
racy, which is found to increase with increasing soil depth by Liebethal et al. (2005). Overall, Equation 16 is 
the same as the traditional SEB, Equation 1, except its inclusion of QMS and its explicit distinction between 
QC and QH, whereas QC ≈ QH is assumed in Equation 1.

Equation 16 indicates that QE in Equation 1 is the soil liquid water evaporation and a thermal energy loss 
in the SL even the evaporation occurs at the surface. The amount of the water loss E from the SL at the 
surface is commonly estimated with water vapor fluxes observed at the top of the AL, z. By doing so, the 
water vapor mass balance is applied with the assumption that turbulent mixing can transport water vapor 
effectively from the surface to the top of the AL such that the water vapor storage in the AL can be neglected. 
Therefore, using the turbulent moisture flux at z for estimating the water loss from the SL depends on how 
effective turbulent mixing in the AL is, which is discussed in Section 5.1.

3.3. Discussion of the Missing Physical Processes in the Traditional SEB Study

Although the traditional SEB may seem to deal with thermal energy transfers occurring at the surface, these 
transfers actually occur in either the SL or the AL. Because of the two layers share a common boundary at 
the surface, the surface heat transfer QC at the top of the SL is the same as the QC at the bottom of the AL. A 
thermal energy loss in the SL is not necessarily an energy gain is the AL. For example, the soil evaporation, 
QE, is the energy consumed for changing liquid water to water vapor in the SL. As a result of the energy 
balance in the SL, the soil temperature decreases. For a given air temperature over a heated surface, the 
reduced soil temperature would reduce the air-soil temperature difference, leading to reduced molecular 
thermal conduction at the surface. Consequently, the AL would receive less thermal energy from the SL 
instead of more. Because water vapor fluxes from the SL are estimated in the AL through the eddy-corre-
lation method following the water mass balance, QE is estimated with measurements in the AL but not an 
energy gain in the AL; it is an energy loss in the SL. Thus, the traditional interpretation of Rnet − QGsfc as the 
available energy for turbulent energy transfers QH + QE in the atmosphere in the traditional formation of 
the SEB (Equation 3) does not correctly reflect the energy balance processes in addressing the so-called SEB.

Combining the energy balance equations in the SL and the AL, Equations 16 and 12, with the matching 
condition of QC at the surface, we have

R Q Q Q Q Q Q Q Q Q

Q Q Q Q

net H E Gsfc a MA MS RA DT NH

H E Gsfc a

        
   


( )  Q

res
,

 (17)

where

     .res MA MS RA DT NHQ Q Q Q Q Q (18)

The traditional SEB includes only the terms in the parenthesis for balancing Rnet in Equation 17. Because 
the heat storage in the AL, ΔQa, has been considered in the literature and is generally small in the absence 
of plant canopies or buildings, we focus on the energy transfers in Equation 18 as the residual for the SEI 
investigation. Because of the appearance of QNH in both the thermal and the kinetic energy balance, Qres can 
also be expressed by applying Equation 13 for QNH as

     Δ .res MA MS RA DT k DKQ Q Q Q Q E Q (19)

Because Qres is observed to be positive during daytime and negatively related to QH (Equation 3), the SEI is 
likely from QMA, QMS, and QNH (or ΔEk and QDK, where QDK < 0) while positive QRA and QDT would contribute 
to the reduction of the SEI toward the SEB.
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4. Instrumentation and Data Processing
The field data used in this study were collected during CASES-99 (UCAR/
NCAR-Earth Observing Laboratory, 2016), which was conducted in Oc-
tober 1999. Local standard time (LST) is 6 h behind UTC. The CASES-99 
land surface was covered with short senescent grass of about 0.1 m (Sun 
et al., 2002, 2003, 2013). The surface observation facility consisted of a 
60-m tower in the center surrounded by six stations within 300 m from 
the 60-m tower. On the 60-m tower, there were eight three-dimension-
al sonic anemometers (Campbell, CSAT version 3). The top seven levels 
were 5, 10, 20, 30, 40, 50, and 55 m above the surface, and the lowest one 

was at 1.5 and 0.5 m before and after 20 October, respectively. The lowest Krypton hygrometer (Campbell 
KH-20) used to measure moisture fluctuations was at 5 m. Air temperature (Ta) was measured at five sam-
ples per second with thermocouples (E-type, Chromel/Costantan) at 34 levels with the vertical resolution of 
1.8 m from 2.3 to 58.1 m on the 60-m tower, and at 0.2 and 0.6 m on two adjacent poles about 1 m from the 
60-m tower (Burns & Sun, 2000; Sun et al., 2002). Because of the small diameter of the thermocouple, the 
radiation error should be less than 0.1 K in comparison with a similar material (Figure 6.16, [Foken, 2017]). 
As the focus of the SEB investigation is near the surface, we assume air temperature Ta used in the study 
approximately equals to potential temperature θ. The Paroscientific pressure sensors were co-located with 
the sonic anemometer at the lowest level (0.5 or 1.5 m), 30, and 50 m, which have a resolution of 0.002 hPa 
with the sampling rate of 2 s−1 (Cuxart et al., 2002). The horizontal separation distance between the sonic 
anemometer and the pressure sensor at each level was about 0.2–0.3 m. Two pairs of Eppley PIR pyrgeom-
eters for measuring upward (L↑) and downward (L↓) infrared radiation were installed at 50 m on the 60-m 
tower (Burns et al., 2003; Sun et al., 2003).

At each of the six surface stations, air temperature and humidity were measured by Vaisala temperature/
humidity sensors at 2 m on a 10-m tower. Measurements of upward and downward longwave radiation, L↑ 
and L↓, with Eppley PIR pyrgeometers, and short-wave solar radiation, S↑ and S↓, with Eppley PSP pyra-
nometers, were made at 2 m above the ground at station 2, which was about 100 m southeast of the 60-m 
tower. Surface radiation temperature (Tr) was measured by an Everest Interscience narrowband infrared 
radiometer at 10 m on each tower with 45° from nadir.

We are mainly interested in the vertical variation of net radiation in this study. Because CASES-99 was 
designed to investigate nocturnal boundary layers, the long-wave radiation measurements were carefully 
calibrated for nighttime but not for daytime (Burns et al., 2003). The absolute value of the longwave radia-
tion measurement at a given height during daytime could be impacted by solar radiation up to about 30 W 
m−2 (Delany & Semmer, 1998). However, the vertical difference of the longwave radiation measurements 
should be much smaller than this value due to cancellation of similar solar radiation corrections at different 
observation heights.

Soil measurements were made at stations 1, 2, 3, and 5. Volumetric soil moisture at 0.025 m below the sur-
face (θl. Not being confused by potential temperature used in the atmosphere) was measured continuously 
by Campbell CS615 water content reflectometers. Three soil samples were taken on 23 and 29 October at 
each station for calibrating the soil moisture sensors. The soil bulk density, ρs, that is, the soil weight over 
the total sample volume, is obtained by weighing each fresh soil sample of 0.05 × 0.06 × 0.06 m and drying 
them in an oven. The resulting soil bulk densities at the four stations listed in Table 1 seem to be comparable 
with the typical bulk soil density of 1.3 × 103 kg m−3 (e.g., Hillel, 1998). The weight difference between the 
fresh and the dried sample is approximately ρlθl, where ρl is the water density. Because the soil moisture 
change between 23 and 29 October was small, we averaged the laboratory-measured soil moisture over the 
2 days to calibrate the field measurement at each station (Table 1). Because the soil samples might not be 
completely dried from the heating process, the soil water may be slightly underestimated, and the calibrated 
soil bulk density may be slightly overestimated. Soil temperature (Ts) was measured with NCAR soil probes 
inserted into the soil at an angle; thus, Ts is the averaged soil temperature from 0.01 to 0.04 m below the 
surface. HFT soil heat flux plates from Radiation and Energy Balance Systems, Inc. were used to measure 
the soil heat flux QG at 0.05 m below the surface. Because of instrument issues for measuring QG at station 
1, we only use soil measurements at station 2 in this study.
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Variables Station 1 Station 2 Station 3 Station 5

Elevation (m) 435.9 433.6 431.8 433.4

ρs (×103 kg m−3) 0.75 0.92 0.32 1.0

θl(obs, raw)-θl(lab) 0.17 0.24 0.63 0.12

Table 1 
Soil Bulk Density and In-Field Soil Moisture Calibration at the Four 
Stations
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A significant rain event occurred through the night of 27 September 
before the start of CASES-99, and there were no significant rain events 
during CASES-99, which is shown in the systematic decrease of the soil 
moisture in Figure 4. Light drizzle was reported on 8 October with no 
observed increase of θl. Dew was reported in the morning on 10 and 12 
October, which was confirmed by the relatively high water vapor con-
centration at 2 m observed at all the stations. Because the θl measure-
ment is influenced by the diurnal variation of soil temperature, the fitted 
temporal soil moisture curve for the entire CASES-99 at station 2 is used 
(Figure 4).

All the observational data are averaged over 5-min intervals. Turbulent 
fluxes of heat and moisture are calculated using the eddy correlation 
method with 5-min block averages. We find that in comparison with 30-
min fluxes, the 5-min flux data set does not lead to systematic biases for 
the diurnal cycle of turbulent fluxes. Sensible heat flux, QH, is calculated 
using the temperature measured from the sonic anemometers because 
the impact of atmospheric water vapor on the sonic-anemometer temper-
ature was relatively small during CASES-99. Only QH at the lowest level 
on the 60-m tower is used in this study. Moisture fluxes for estimating 
QE are calculated with vertical velocity (w) measurements from the son-
ic anemometer and specific humidity (q) from the Krypton hygrometer 

colocated at 5 m, which is the lowest height where fast-response moisture measurements were available. 
Due to the usage of specific humidity q in calculation of QE, no Webb correction (e.g., Webb et al., 1980) is 
needed (e.g., Sun et al., 1995). The impact of the path length of the sonic anemometer on turbulent fluxes at 
0.5 m was investigated in Sun et al. (2013), who found that the correction is less than 4%. No attempt on var-
ious corrections on eddy correlation measurements such as those described in Oncley et al. (2007) is made 
because the focus of this study is the diurnal variation of the SEI and its relationship with environmental 
conditions not the absolute accuracy of the SEI magnitude.

Turbulent pressure fluxes  w p  at 1.5 and 30 m are also calculated by the eddy correlation method with the 
sampling rate of 1 s−1. Because the most energetic turbulence eddies predominantly scale with observation 
height during daytime (Sun et al., 2016, 2020), the estimated  w p  under convective conditions should not 
be significantly impacted by the sampling rate. The term,   w p z/ , is approximately estimated from the 
vertical difference of  w p  between 1.5 and 30 m. The detailed investigation of pressure fluxes as functions of 
separation distance between sonic anemometers and pressure sensors as well as atmosphere-instability is 
conducted by Burns et al. (2021), who found pressure fluxes are closely related to wind speed.

5. Investigation of the SEB during CASES-99
CASES-99 was not designed to investigate all the missing terms in Equation 18. Therefore, we focus our 
investigation on characteristics of their diurnal variations and estimate their approximate magnitudes using 
CASES-99 measurements that were available.

5.1. Impacts of Convective and Mechanical Turbulent Mixing on the Surface Energy Imbalance

Using the entire CASES-99 data set, we find that on average, Qres are closely related to the air-surface tem-
perature difference, r aT T (2.3 m), where aT (2.3 m) represents the air temperature at z = 2.3 m (Figure 5a). 
It is shown in Figure 5a that Qres increases sharply with r aT T (2.3 m) for r aT T (2.3 m) > 0, approaches 
zero when r aT T (2.3 m) ≈ 0, and decreases gradually with decreasing r aT T (2.3 m) for r aT T (2.3 m) < 0. 
This result is consistent with the observed diurnal variation of Qres in Figure 1, where Qres is plotted as neg-
ative as QH is plotted as positive.
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Figure 4. The time series of soil moisture θl at stations 2 during 
CASES-99, where dots are 5-min averaged data and the solid red curve is 
the fitted one used in this study.
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We further explore the dependence of Qres on atmospheric stratification through examining how Qres varies 
with V  at 1.5 m around noon (between 1100 LST and 1300 LST) when r aT T (2.3 m) reaches its potential 
maximum value. Based on Sun et al. (2016, 2020), the variation of the atmospheric surface-layer stratifi-
cation is correlated with wind speed V . Strong shear-generated turbulent mixing associated with strong 
winds can effectively mix the air near the surface to its neutral state regardless of surface heating/cooling. 
Thus, stable or unstable stratification can only occur under weak winds, which is evident in Figure 5c and 
in Foken (1978). We find that Qres around noon decreases approximately linearly with V  (Figure 5d) except 
under cloudy conditions, which is consistent with the approximate increase of both QH and QE with V  (Fig-
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Figure 5. Observed relationships between the surface-air temperature difference, r aT T (2 m), and (a) Qres and 
(b) QNH. (c) Relationships between wind speed V  at the lowest sonic anemometer level (1.5 or 0.5 m), the air-
surface temperature difference aT (0.2 m) rT , and the vertical air temperature difference Δ a aT T (0.6 m) aT (0.2 m). 
Relationships between V  and (d) Qres, (e) QH, and (f) QE around noon (1100 LST–1300 LST), where V , Qres, and QH 
are measured at the lowest sonic anemometer height, and QE is measured at 5 m. The thermocouple measurement 
is used for aT . Each dot represents a 5-min averaged value in (a–c), and a 25-min averaged value in (d–f) for easy 
view. In (a and b), the thick curves represent the bin-averaged relationships and the vertical thin lines represent the 
standard deviations of the points within each horizontal bin. In (d–f), the conditions for a cold front, the relatively 
high soil moisture at the beginning of CASES-99, and the cloudy day of 8 October as well as the rest of clear sky days 
are marked in green, red, blue, and black. In (c), the day and night times are defined as the positive and negative net 
radiation, respectively. Note that the magnitude of QNH in (b) is significantly underestimated due to the lack of direct 
measurements near the surface; however, its diurnal variation is found invariant with height under free convective 
conditions. Thus, the dependence of QNH on r aT T (2 m) in (b) is found to be consistent with that of Qres in (a).
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ures 5e and 5f) as Qres is negatively related with QH and QE (Equation 3). Under cloudy conditions, rT  is not 
much higher than aT (2.3 m) even under weak winds, corresponding to near neutral conditions; thus, Qres is 
relatively small. As strong winds correspond to large friction velocity (Sun et al., 2016, 2020), the decrease 
of Qres with V  is consistent with the observed relationship between Qres and friction velocity u* in the litera-
ture (e.g., Barr et al., 2006; Mauder et al., 2018; Nelli et al., 2020; Oliphant et al., 2004; Sánchez et al., 2010; 
Wilson et al., 2002).

The observed correlations between Qres, r aT T (2.3 m), and V  clearly indicate that convective turbulent mix-
ing does not remove the warm and moist air away from the surface as effectively as mechanically generated 
turbulent mixing does. The role of mechanically generated turbulence in the SEI was also discussed by 
Hendricks Franssen et al. (2010) and Zhou et al. (2018). The negative correlation between the thickness of 
the estimated molecular diffusion layer depth and wind speed was indeed observed by Hupfer et al. (1975) 
and Foken (1978). The reasonably robust relationships between Qres, r aT T (2.3 m), and V  for the entire 
CASES-99 regardless of wind direction, temperature advection, and mesoscale circulations confirm the 
studies in the literature that temperature advection (Leuning et al., 2012; Oliphant et al., 2004) and mesos-
cale circulations (e.g., Steinfeld et al., 2007) are not persistent factors in explaining the systematic diurnal 
variation of the SEI.

To further explore why the largest SEI is associated with free convective conditions, we explore how heat 
fluxes vary vertically near the surface by examining temperature standard deviation σθ using thermocouple 
temperature measurements. Because of    w u * * and the observed linear relationship between θ* and σθ 
at a given z under convective conditions (Figure 6a),  w  would vary linearly with σθ if u* is approximately 
invariant with z near the surface, which was examined in Sun et al. (2013). By compositing σθ at 0.5 and 
1.5 m for the daytime CASES-99 data, we find that, on average, σθ increases with net radiation, Rnet, and 
decreases with height (Figure 7d). The observed characteristics of σθ suggest that on average, the heat flux 
reaches its daily maximum around noon, decreases with height, and the heat flux convergence reaches its 
maximum around noon, which is consistent with the observed heat flux decrease with height based on the 
direct eddy correlation measurements of QH at 0.5 and 1.5 m as functions of Rnet (Figure 6b). Considering 
the daily maximum downward solar radiation decreases with time in October during CASES-99 (Figure 6c) 
and the sonic anemometer at 1.5 m was moved to 0.5 m during the last half of CASES-99, the vertical de-
crease of the observed heat flux with Rnet would be even larger than it is in Figure 6b. Because convective 
turbulence eddies transport both heat and moisture, and QE increases with surface humidity q (estimated as 
q at 2 m around 0600 LST before the daytime convection starts) for a given QH (Figure 6d), QE is expected to 
decrease with height as well during daytime.

To explore impacts of thermally and mechanically generated turbulent mixing on the heat transfer, we 
focus on 2 days: 10 October when the wind was the weakest corresponding to the most convective day 
during CASES99, and 15 October when the wind was nearly the strongest during CASES-99 and turbulent 
mixing was dominated by mechanically generated turbulence eddies (Figure 7e). The two days had similar 
downward solar radiation (Figure 6c), however, the surface radiation temperature rT  and the downward 
heat transfer in the soil QG were higher during the convective day than the windy day (Figures 7b and 7f), 
suggesting that heat from the surface was not effectively transferred to the air during the convective day 
in comparison with the windy day. In addition, we find that σθ decreased sharply with z below 5.9 m (Fig-
ure 7d) and changed little with z above (not shown) on the convective day and nearly invariant with height 
on the windy day (Figure 7h). Considering the relatively homogeneous surface at the observation site, the 
impact of the changing footprint with height on σθ should be small, which is evident in the relatively sym-
metric diurnal variation of σθ around noon in spite of the changing solar zenith angle during the day. The 
sharp decrease of σθ with height implies that  w  decreased significantly with height on the convective day, 
and was nearly invariant with height only on the windy day, which contradicts the notion that the surface 
layer is a constant-flux layer under all conditions. As a result, the air temperature decreased with height 
more significantly on the convective day than on the windy day (Figures 7a, 7c, and 7g). Consequently, Qres 
was much smaller around noon on the windy day when heat and moisture are more effectively transferred 
by mechanical turbulence from the surface up to the turbulence measurement height z than on the convec-
tive day (Figure 8a).
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The above observational results demonstrate that thermally and mechanically generated turbulent mixing 
transfers heat and moisture differently. Because thermally generated turbulent mixing is maintained by 
positive buoyancy, the warm air near the surface cannot be completely transferred to the turbulent flux 
measurement height. Mechanically generated turbulent mixing, on the other hand, relies on bulk wind 
shear, that is, V  at z, and can effectively reduce the surface-layer stratification, leading to the efficient heat 
and moisture transfer of the surface air up to z. When the surface and the air temperatures are approximate-
ly the same, such as around sunrise and sunset when the surface is between being the heat source and being 
the heat sink to the atmospheric boundary layer (e.g., Foken, 2008; Oncley et al., 2007) or when the surface 
is wet (e.g., Eder et al., 2014; Mauder et al., 2007), molecular heat transfer would be effectively zero. That 
is, without the surface heat source/sink for the atmospheric surface layer, the air near the surface would be 
near neutral, and the turbulent heat flux would be zero as well. Under this neutral situation, the turbulent 
heat flux is the same as the molecular heat transfer, and the resulting Qres is zero as well.

The above observational analysis also indicates that the surface energy is balanced under two conditions. 
One is when the AL is neutral with no heat added into or removed from the AL such as when Rnet is zero; the 
other is when warm or cold air from the surface is effectively transferred vertically by strong mechanically 
generated turbulent mixing under strong winds even when surface heating/cooling is present. Therefore, 
the major issue for the SEI is related to the atmospheric stratification, especially under convective condi-
tions. Knowing that  w  decreases with z significantly near the surface on the strong convective day and 
assuming that   w z /  varies linearly with ∂σθ/∂z, the estimated  w  at 0.2 m would be about 1.7 times the 
directly measured  w  at 1.5 m. Using this estimated QH closer to the surface for a closer assessment of QC 
alone, the estimated Qres would be reduced to across the zero line (Figure 8a).
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Figure 6. The composite relationships (a) between 5-min standard deviation of thermocouple temperatures σθ and 
θ* and (b) between sensible heat fluxes QH at 0.5 and 1.5 m and net radiation Rnet based on the daytime data from the 
entire field campaign. (c) The time series of the maximum downward solar radiation at 2 m, station 2, S ↓, during the 
field campaign in October 1999. (d) The daytime relationship between QH and QE at 5 m for three 2-m specific humidity 
categories: q > 8 g kg−1, 4 g kg−1 < q < 8 g kg−1, and q < 4 g kg−1 around 0600 LST at station 1.
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Figure 7. Comparisons of thermodynamic structures near the surface as a result of turbulence eddies generated by 
strong thermal forcing (weak wind, 10 October) and by mechanical forcing (strong wind, 15 October). (a) The vertical 
profiles of the averaged thermocouple air temperature aT  relative to the surface radiation temperature rT  around noon 
(1100–1300 LST). The temporal variations of (b) rT , (c and g) the air-surface temperature difference, a rT T  with aT  
at the labeled levels, (d and h) the 5-min temperature standard deviations σθ from the thermocouple temperature 
measurement at the labeled levels, (e) the wind speed at 1.5 m, V , and (f) the downward heat transfer in the SL, QG. 
In addition, the soil temperature between 0.01 and 0.04 m below the surface relative to rT  is plotted in (c) and (g); σθ 
from the 1.5-m sonic anemometer at 1.5 m is plotted in (d and h) for comparison. Comparisons between (c and g) 
and between (d and h) indicate that heat fluxes vary significant with height near the surface under free convective 
conditions, implying that mechanically generated turbulent mixing is more effective in transferring heat from the 
surface upward than positive buoyancy generated turbulent mixing.
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5.2. Estimation of Surface Energy Imbalance Under Convective Conditions

Knowing that the SEI is the largest under convective conditions, we investigate where the thermal energy 
QC goes to in the AL through analyzing all the missing terms that contribute to Qres in Equations 18 and 19, 
and their variations with Rnet on the convective day of 10 October in this subsection. Because QG was meas-
ured at z = −0.05 m, the lowest moisture flux measurement height was at 5 m, and the lowest level for heat 
flux measurements was below 5 m, we consider the top 0.05-m soil layer as the SL, that is, δzs = 0.05 m, and 
the air layer above the surface up to 5 m as the AL.

We first estimate the diurnal variation of QRA in comparison with Qres as radiation divergence measure-
ments are rare. Due to the lack of observations for vertical variations of shortwave radiation, the longwave 
radiation measurements are available only at two heights, 2 and 50 m, which is much deeper than the AL, 
and the longwave calibration was performed for nighttime even though its impacts of the calibration on 
the vertical difference between two levels could be relatively small, we only approximately estimate the 
longwave contribution of QRA by assuming        2 2 50 50( ) / (50 2)m m m m

RAQ L L L L z . We find that the 
diurnal variation of the longwave part of QRA on the convective day is not consistent with that of Qres (Fig-
ures 8a and 8f).
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Figure 8. The diurnal variations of (a) the surface energy imbalance, Qres, estimated with QH observed at 1.5 m, (b) 
ΔQs, (c) QMS, (d) ΔQa, (e) QMA, (f) QRA, and (g) the direct estimate of QNH based on the available observations for the 
convective day, 10 October, and the windy day, 15 October. In (a), Qres estimated with 1.7 times the observed QH on the 
convective day for a better estimate of QC is also plotted in cyan, suggesting that an improved estimate of QC would 
reduce the systematic surface energy imbalance. Due to the lack of measurements near the surface in the AL where 
heat and moisture fluxes vary significantly with height under free convective conditions, we mainly focus on the 
temporal variations of QMS, QMA, and QNH. The magnitude of QNH is also estimated using the kinetic energy balance 
as explained in the text, which indicates that QNH is significantly underestimated with measurements far above the 
surface.
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5.2.1. Thermal Energy Transfer by Water Mass Flow

Thermal energy changes associated with water flows in the SL, QMS, and with water vapor fluxes in the 
AL, QMA, are overlooked in the traditional SEB as we are not used to consider an open system with moving 
water mass although its impact on the soil thermal energy balance has been investigated in the literature 
(e.g., Bredehoeft & Papaopulos, 1965; De Vries, 1958; Gao et al., 2007; Milly, 1982; Milly & Eagleson, 1980; 
Shao et al., 1998; Sun et al., 1995; Van Orstrand, 1934). De Vries (1958) combined QMS and QE as LE where 
L ≡ L0 − (cpl − cpv) (Ts − T0), cpl and cpv are the heat capacities for liquid water and water vapor, and T0 was 
defined as a reference temperature. With the assumption of a constant L, the energy transfer through water 
fluxes with the temperature change of (Ts − T0), QMS, is often forgotten. Philip (1957) assumed that soil 
temperature gradients are unimportant in the soil water mass balance, and implicitly assumed that soil 
temperature gradients are also unimportant in the thermal energy transport associated with moving water, 
which is QMS.

The thermal energy associated with water flow, QMS in the SL, and QMA in the AL can be estimated by using 
the observed temporal variation of soil moisture ∂θl/∂t, evaporation E with the water mass conservation 
equation, and temperature measurements in the SL and the AL (Equations B19 and B20 in Appendix B). 
We estimate the temporal variation of soil moisture, ∂θl/∂t, by using the fitted temporal curve of θl during 
the entire CASES-99 at station 2. Assuming E w q z

a
   ( ) (Equation B20 in Appendix B), we find that both 

QMS (Equation B17 in Appendix B) and QMA (Equation B7 in Appendix B) vary with the downward solar 
radiation and reach their maxima of 2.5 Wm−2 for QMS and about −0.5 Wm−2 for QMA around noon on the 
convective day and less on the windy day (Figures 8c and 8e). Because of the accumulation of water vapor 
near the surface under convective conditions,   ( )aE w q z  would underestimate the amount of water 
vapor coming out of the surface on the convective day, leading to underestimation of both QMS and QMA. 
In addition, without measurements of the soil temperature at −δzs and without knowing where the evap-
oration occurs in the SL, we cannot accurately estimate the vertical temperature difference in estimating 
QMS. Because the liquid water heat capacity is about two times larger than the water vapor heat capacity, 
the liquid water density is about 106 times larger than the water vapor density with q = 10 g kg−1, and the 
vertical temperature difference across the SL is O(10) K, QMS is about O(10) Wm−2 and much larger than 
QMA. Because QMS has the same diurnal variation as Qres does and is positively related to Qres, it represents 
an extra energy transfer contributing to Qres. The magnitude of QMS needs to be further investigated with 
adequate measurements. Nonetheless, the magnitude of QMS is much smaller than the overall imbalance of 
O(100) Wm−2 under convective conditions.

5.2.2. Daytime Non-Hydrostatic Energy Transfer

We first explain physical processes related to QNH and the diurnal correlation between QNH and Qres. As the 
air temperature near the surface increases through the molecular heat transfer QC at the surface, the surface 
air expansion leads to the air density decrease near the surface below the relatively high density air, or pos-
itive buoyancy under the influence of gravity. The positive buoyancy results in negative air density fluxes 
and potential energy decrease. Part of the potential energy change could be balanced with the variation of 
the vertical pressure gradient forcing, that is, the mean hydrostatic balance. The rest of the potential energy 
change would result in hydrostatic imbalance of the air layer, leading to non-hydrostatic energy transfer, 
that is, positive QNH in the kinetic energy balance (Equation 5). The increase of TKE associated with positive 
buoyancy is evident in the commonly observed development of thermal plumes. As a consequence of the 
contribution of the surface heating to the TKE increase through the non-hydrostatic energy transfer QNH, 
the available energy for the thermal energy transfer in the AL would be reduced by QNH, resulting in smaller 
QH at the top of the AL than it could be without the non-hydrostatic energy transfer. The reduced QH would 
contribute to the observed positive Qres (Equation 18) as observed in Figure 8a. When the surface is cooled 
at night, air compression contributes to a surface air density increase and stable atmospheric stratification. 
Shear generated large turbulence eddies have to lift high density cold air upward and push low density 
warm air downward, resulting in positive vertical density fluxes at the expense of the reduced potential TKE 
increase. Again, the hydrostatic balance would be disturbed through the potential energy increase caused 
by positive vertical density fluxes, leading to a negative non-hydrostatic energy transfer, that is, QNH < 0. As 
a result, the AL would cool less than what the thermal energy sink QC provides. The negative QNH is con-
sistent with the observed negative Qres at night (Figure 8a). When the air temperature is equal to the surface 
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temperature or when the AL is well mixed by mechanically generated turbulent mixing under strong winds, 
the air density is approximately invariant with height so that the vertical air density flux and QNH would be 
zero, which is consistent with the observed zero Qres. Therefore, qualitatively, the diurnal variations of QNH 
and Qres are positively correlated.

5.2.2.1. Direct Estimation of Non-Hydrostatic Energy Transfer

We first study the non-hydrostatic energy transfer at a given point, NHq  in Equation 9, based on direct ob-
servations of the two terms in NHq , ( / ) 

a
g w  and    /w p z with emphasis on their daytime variations 

with the downward solar radiation as we do not have adequate observations for estimating the magnitudes 
of both terms within the desired AL of 5 m. With the available observation of  w p  at 1.5 and 30 m, we find 
that  w p  is negative at both levels, their magnitudes all appear to be largest around noon (not shown), re-
sulting in the largest negative    /w p z around noon on the convective day (Figure 9d). Using the 5-min 
data during the entire field campaign, we find that the standard deviation of the vertical velocity σw is 
systematically related to σp and    /w p z day and night (the composite lines in Figures 10b and 10d) while 
the relationships between σw and σθ as well as between σw and ( / )  

a
g w  vary significantly between day 

and night (Figures 10a and 10c). That is, in comparison with large diurnal variations of  w ,    /w p z plays 
a consistent role in generating TKE changes day and night, which was also observed by McBean and Elli-
ott (1975). Due to a lack of observations of  w p  in most of field campaigns, the contribution of    /w p z to 
TKE changes is often parameterized based on  w  or ignored in the literature, which may present problems 
based on the observations in Figure 10. As both ( / )  

a
g w  at 1.5 m and   /w p z between 1.5 and 30 m 

maximize at noon, the vertically integrated NHq , QNH, also maximizes at noon (Figure 8g), which confirms 
the diurnal relationship between QNH and Qres. Considering the significant vertical variation of the sensible 
heat flux near the surface as explained in Section 5.1 and possibly similar vertical variations of    /w p z, the 
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Figure 9. Diurnal variations of (a) net radiation Rnet and the 5-min standard deviation of vertical velocity σw at 1.5 m, 
the temporal variations of (b) the 5-min standard deviations of the thermocouple air temperature σθ relative to σθ 
at 0.2 m at the labeled heights, (c) rT  and aT  at 0.2 and 58 m, and (d) the diurnal variations of NHq  and its two terms, 
( / ) 

a
g w  and   w p z/  for the convective day, 10 October. Note that the different temporal variations between 

 /aT t and   w z /  suggested by the vertical difference of σθ indicate that the traditional thermal energy balance 
is not valid; the simultaneous decrease of the temporal variation of  /aT t near the surface and the increase of NHq  
around 8 LST indicate that the non-hydrostatic energy transfer NHq  for kinetic energy increase due to the surface 
heating contributes to the slow-down of the air temperature increase in the morning suggested by total energy 
conservation.
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magnitude of QNH in Figure 8g is significantly underestimated. The magnitude of QNH is further indirectly 
estimated using Equation 13 next.

Based on the observed temporal variation of NHq  under convective conditions, we can further confirm the 
role of NHq  in the thermal energy balance. On the convective day, the diurnal variation of rT  follows the di-
urnal variation of Rnet; the largest  /rT t is around 0800 LST. At 0.2 m,  /aT t follows closely with  /rT t
, whereas at 58 m  /aT t reaches its maximum several hours later (Figure 9c). Meanwhile,   w z /  max-
imizes around noon based on the observed ∂σθ/∂z (Figure 9b). The temporal mismatch between the diur-
nal variations of  /aT t and   w z /  indicates that   w z /  is not the only energy source for the air 
temperature change as expected in the traditional thermal energy balance when temperature advection is 
negligible, which is the case on the convective day. The perfect timing between the NHq  increase and the 
 /aT t decrease in Figures 9c and 9d indicates that the decrease of  /aT t is indeed due to the non-hydro-
static energy transfer. When vertical air density fluxes are negligibly small such as in the SL, NHq  would be 
approximately zero. Using soil and air temperature measurements with the assumption that the soil tem-
perature at the top of the SL and the bottom of the AL are the same as the surface radiation temperature rT , 
we find that ΔQs peaks around noon whereas ΔQa peaks in the morning on the convective day (Figures 8b 
and 8d). Thus, indeed the diurnal variations of the soil heat flux, QG, and ΔQs are approximately in phase. 
Therefore, the different relationships between the temporal variation of aT  and the turbulent heat transfer 
in the AL,  w , and between the temporal variation of sT  and the soil heat transfer, QG, further illustrate the 
important role of the non-hydrostatic energy transfer in the atmospheric thermal energy balance explained 
in Sun (2019) and Appendix A.
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Figure 10. Relationships between the 5-min standard deviation of vertical velocity σw at its lowest observation 
height and (a) the 5-min standard deviation of temperature, σθ, (b) the 5-min standard deviation of pressure, σp, (c) 
( / )  a

g w , and (d)   w p z/  during the entire CASES-99, where   w p z/  is estimated using the  w p  measurements 
at 1.5 and 30 m. Each dot represents a 5-min data point. Although the scatter of each panel is relatively large as the 
entire CASES-99 data set is included, the relationships between σw, σp, and   w p z/  are consistent day and night 
in comparison with σθ and ( / )  

a
g w . The results indicate that the contribution of pressure fluxes, which is 

often neglected or parameterized with heat fluxes, is important in the non-hydrostatic energy transfer and may vary 
differently from heat fluxes.
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5.2.2.2. Indirect Estimation of the Magnitude of Non-Hydrostatic Energy Transfer

We investigate the possible magnitude of QNH through kinetic energy conservation Equation 13 by focusing 
on the convective day. Because the weak wind was steady throughout the convective day, the contribution 
of horizontal pressure gradients to MKE and TKE changes has to be relatively small, and the temporal 
variation of kinetic energy ∂e/∂t has to be from the non-hydrostatic energy transfer as demonstrated in 
the close relationship between Rnet and σw (Figure 9a). Because e reaches its maximum around noon, ∂e/∂t 
would reach its maximum in the morning. Meanwhile, the kinetic energy dissipation k  is proportional to e, 
thus, k  is the only term in the kinetic energy balance that has the same diurnal variation as NHq  does on the 
convective day. That is, Qres can be directly related to QDK as indicated in Equation 19.

We first study the dependence of k  on atmospheric instability in comparison with the observed Qres before 
we investigate the magnitude of QNH. We examine the vertical variation of the normalized vertical velocity 
spectrum   22 /w wfS  (Sw is the power spectrum of w and f is frequency) as a function of non-dimensional-
ized frequency 2πfz/V for the convective day in comparison with the windy day (Figures 11a and 11c). We 
find that the normalized high-frequency w spectrum increases toward the surface on the convective day, 
suggesting that high frequency turbulence intensity increases toward the surface. That is, the inertial sub-
range of the w spectrum would shift toward higher frequency as the observation height decreases. Based on 
the Kolmogorov law, 4

k  is inversely related to Kolmogorov’s microscale in the inertial subrange. The shift 
of the inertial subrange for the w spectrum toward high frequency implies k  increasing toward the surface. 
In contrast, the normalized spectrum on the windy neutral day remains unchanged with height, implying 
k  is nearly invariant with height under neutral conditions.

We then study the vertical variation of k  based on its analytic formula, Equation 8. Assuming k  is domi-
nated by vertical variations of mean wind V , and V  varies log-linearly with height as  * ln( / )oV u z z  under 
free convective conditions, where zo is the roughness length, and u* is the friction velocity observed at noon 
on the convective day, /k  would increase toward the surface logarithmically as shown in Figure 11d. The 
dramatic increase of k  toward the surface has indeed been observed, for example, by Lenschow et al. (1988).

We then estimate k  as a function of atmospheric stability based on published studies in the literature. The 
increase of the non-dimensionalized k ,  3

*/kz u , as a function of instability      2
* */ ( / )( / )z L z g u  (κ 

is the von Kármán constant, L is the Obukhov length, and   is a reference potential temperature) has been 
studied with field measurements (e.g., Albertson et al., 1997; Charuchittipan & Wilson, 2009; Wyngaard 
& Cotè, 1971). Both Wyngaard and Cotè (1971) (hereinafter WC) and Albertson et al. (1997) (hereinafter 
APKE) found that  3

*/kz u  increased significantly with increasing instability − z/L based on field observa-
tions at 3 m above the surface (Figure 11b). Charuchittipan and Wilson (2009) demonstrated that among all 
the observed  3

*/kz u  as a function of −z/L, its increase is least for the WC stability function for k  and most 
for the APKE stability function. Because of the common factor u* in both  3

*/kz u  and −z/L, the observed 
dependence of  3

*/kz u  on −z/L in Figure 11b are partly impacted by self-correlation between 2
*u  in the 

abscissa and 3
*u  in the ordinate, which is demonstrated by the similar increase of  3

*/kz u  with −z/L using 
randomly generated u* (the green line in Figure 11b). Because V  and the corresponding u* at a given height 
are linearly correlated under near neutral conditions (small |z/L|) (Sun et al., 2016), but not much under free 
convective conditions (large negative z/L) due to contribution of positive buoyancy to u*, the increase of k  
with −z/L could be less dramatic than its non-dimensionalized value with −z/L. We apply the observed u* at 
1.5 m under the most convective and the most windy conditions from CASES-99 into the WC and the APKE 
stability functions to estimate the corresponding values of k  at 1.5 m. We find that with u* = 0.9 m s−1 under 
the most neutral condition, k  would be 1.3 and 0.7 W m−3 based on the WC and APKE k  stability functions, 
respectively; with u* = 0.23 m s−1 under the most convective condition, k  would be 0.4 and 1.8 W m−3 for 
the two k  stability functions. That is, k  would increase with −z/L based on the APKE stability function, but 
decrease with −z/L based on the WC stability function. We use the APKE stability function here as it agrees 
with our spectrum analyses.

We then apply the high quality k  measurement by Piper and Lundquist  (2004) at the CASES-99 site to 
calibrate the magnitude of k  on the convective day. Using a constant-temperature hot-wire anemometer at 
3 m sampled at 9,600 samples per second, Piper and Lundquist (2004) calculated k  under neutral condi-
tions with the value of V  similar to that on the most neutral condition during CASES-99 and found k  being 
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about 1 Wm−3. Assuming the APKE k  stability function is valid, k  at 3 m above the surface would be about 
5 Wm−3 around noon on the convective day.

We then estimate the magnitude of the vertically integrated k , QDK on the convective day. Based on the 
analytic formula for k  in Equation 8, and assuming k  is contributed mainly by the mean wind described 
by the log-linear profile with the observed zo = 0.05 m at the site (Sun, 2011), the surface k  would be about 
6 times larger than the one at 3 m because the dependence of k  on the second vertical derivative of wind 
speed. Using the averaged k  between 3 m and the surface to represent the mean k  in the AL, QDK would be 

      
5 2
0 (5 5 6) / 2 5 88 Wmm

DK kQ dz .

Based on our analyses of all the terms in Equation 19, only QMA, QMS, and QDK have the similar diurnal var-
iation as Qres has; QDK is estimated to have the largest magnitude among these three terms, which has the 
similar order of the magnitude as Qres does. Thus, the energy consumption of QDK could potentially explain 
where the missing energy of Qres goes to. Contribution of energy dissipation to the SEI was also found im-
portant by Li and Wang (2020).
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Figure 11. Normalized vertical velocity w power spectra Sw(z),   22 ( ) / ( )w wfS z z , as functions of normalized frequency 
2 / ( )fz V z  at eight observation heights (a) under unstable conditions (from 1600 to 2000 UTC on 10 October) and 

(c) under near neutral conditions (from 0400 to 0800 UTC on 17 October), where σw(z) is the standard deviation 
of w. (b) Relationships between the non-dimensionalized kinetic energy dissipation k ,  3

*/kz u , and the stability 
parameter − z/L from near neutral to free convective conditions by Wyngaard and Coté (1971) (WC) and Albertson 
et al. (1997) (APKE), where the self-correlation contribution of u* to the relationship is marked as the green line. 
The measurements from the lowest sonic anemometer (1.5 or 0.5 m) were used to calculate −z/L. (d) The height 
dependence of  /k  in Equation 8 is estimated with the mean logarithmic wind V  only using the most convective 
u* = 0.23 m s−2 during CASES-99. Note that the increase of w turbulence intensity with decreasing height in (a) is 
consistent with the increase of the energy dissipation with decreasing height in (d).
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5.2.2.3. Hypothesis for the Surface Energy Imbalance

Based on the above analyses, the thermal energy transfer across the surface QC is likely to be diverted near 
the surface under free convective conditions. The energy transfer for enhancing TKE prevents the molecu-
lar heat transfer across the surface from being completely transferred to QH at z. Free convective conditions 
require positive buoyancy to persist, that is, the non-hydrostatic energy transfer due to the negative density 
flux is always present in the AL and contributes to the kinetic energy increase. Because of air viscosity, 
the TKE increase would lead to TKE dissipation in the process of the energy cascade and to consequent 
dissipation heating. Besides TKE changes through kinetic energy transfer and mechanical generation of 
TKE through shear, the thermal energy consumption for the non-hydrostatic energy transfer leads to extra 
TKE increase, extra TKE dissipation and extra dissipation heating within the AL. Under free convective 
conditions when the mechanical generation of TKE is negligible, that is, both wind speed near the surface 
and the vertical variation of wind are weak, the energy for TKE increase and its corresponding energy 
dissipation is from the molecular heat transfer across the surface. This energy transfer path is not included 
in the traditional thermal energy balance. In addition, the increase of k  toward the surface would lead to 
the increase of the dissipation heating t  toward the surface, which implicitly contributes to the increasing 
air warming toward the surface. That is, the observed strong air temperature decrease with height around 
noon (∼6 K decrease between the surface and 1 m in Figure 7a) when the maximum TKE occurs on the 
convective day could be partially contributed by the increased heating from t  toward the surface. Although 
dissipation heating t  results from the physical process that reduces the upward thermal energy transfer and 
does not contribute to the SEI directly (Equation 18), further increasing thermal energy near the surface 
besides the direct heat transfer from the molecular diffusion across the surface would strengthen positive 
buoyancy and non-hydrostatic energy transfer. Consequently, QH measured at the top of the AL would be 
less than QC, resulting in the SEI based on the traditional formulation for the SEI. In contrast, mechanically 
generated turbulence eddies from wind shear draw energy from the mechanical forcing from horizontal 
pressure gradients. Thus, mechanically generated turbulent mixing would transfer the surface heat upward 
effectively between z and the surface especially under strong winds regardless whether the surface is being 
heated or cooled. Based on total energy conservation, we could possibly examine the energy transfers be-
tween thermal and kinetic energy changes and understand different energy transfers under convective and 
windy conditions.

6. Summary
Fundamentally, investigation of the so-called SEB is to apply measurements pertinent to the thermal energy 
balance in both soil and air layers that are connected through molecular heat and moisture transfer across 
the ground surface. As we cannot directly measure the molecular heat and moisture transfer across the in-
terface easily, the SEB can be investigated by combining the thermal energy balance in the soil and air layers 
with cancellation of the same molecular heat and moisture transfer at the surface. Thus, the investigation of 
the SEB becomes the study of the thermal energy balance in both the soil and the air layers with measure-
ments of all the energy transfers except the molecular heat and moisture transfer. The observed systematic 
surface energy imbalance over a variety of surfaces has puzzled the community for a long time. Guided by 
the concept of total energy conservation, we re-examine the surface energy imbalance using the CASES-99 
field measurements and propose a new hypothesis for explaining the diurnally varying systematic bias of 
the imbalance.

Consistent with the observed imbalance in the literature, we have identified that the surface energy imbal-
ance is uniquely related to air-land surface temperature differences with large positive values under free 
convective conditions, small negative values under stable conditions, and approximately zero under neutral 
conditions. Physically, any air-surface temperature difference would contribute to a thermal energy transfer 
across the surface. Due to the relatively slow and ineffective molecular heat and moisture transfer across the 
surface, warm or cold and moist air from the surface accumulates near the surface until turbulence eddies 
transfer it away from the surface. Using high-vertical-resolution and fast response thermocouple measure-
ments of air temperature, we find that heat fluxes indeed increase toward the surface under free convective 
conditions. The observed dependence of the surface energy imbalance on atmospheric stratification indi-
cates that thermally generated turbulence eddies under free convective conditions when wind speed is weak 
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are ineffective in transferring heat and moisture away from the surface; whereas mechanically generated 
turbulence eddies under strong winds do. Thus, the study of the SEB becomes an investigation of how the 
thermal energy originated from the molecular heat diffusion is transferred in the atmospheric surface layer 
and why these energy transfer terms are systematically different among convective, stable, and near neutral 
conditions.

Applying the thermal energy balance derived based on total energy conservation to the air and the soil 
layers joint at the surface, we have identified three energy transfer terms that are not considered in the tradi-
tionally formulated SEB as shown in Equation 18. Two of them are related to the thermal energy change due 
to temperature variations of water mass flowing through an open system, one in the soil layer, and the other 
in the air layer. This special characteristic of an open system is traditionally overlooked in investigation of 
the SEB. Not counting these energy transfer terms would contribute to the observed imbalance. Using the 
CASES-99 observations, the two terms are estimated to be relatively small in comparison with the observed 
imbalance. The third missing term is the non-hydrostatic energy transfer that is not described in the tradi-
tional thermal energy balance and is alluded by Sun (2019) and further illustrated in Appendix A based on 
the concept of total energy conservation.

Fundamentally, the thermal energy balance should be derived based on total energy conservation. Due to 
molecular heat transfer across the surface and air density changes from thermal expansion/contraction, 
vertical density fluxes are generated by either positive buoyancy or wind shear, leading to potential energy 
changes, hydrostatic imbalance, and non-hydrostatic energy transfer. This non-hydrostatic energy transfer 
is included in the kinetic energy balance, but not in the traditional thermal energy balance based on the 
first law of thermodynamics that excludes kinetic energy. Based on the concept of total energy conservation, 
available energy for thermal energy changes has to be adjusted by the amount of the non-hydrostatic ener-
gy transfer used for changing kinetic energy. This non-hydrostatic energy transfer changes signs between 
convective and stable conditions due to negative air density fluxes from positive buoyancy and positive air 
density fluxes from wind shear in the stable atmospheric surface layer. The diurnal variation of the non-hy-
drostatic energy transfer estimated using the CASES-99 data set is consistent with the observed diurnal 
variation of the imbalance.

We then estimate the magnitude of the non-hydrostatic energy transfer through its relationship to the en-
ergy transfer in the kinetic energy balance because CASES-99 was not designed for direct estimation of the 
magnitude of the non-hydrostatic energy transfer especially not for the rapid vertical variation of energy 
transfers near the surface. We find that the temporal variation of the non-hydrostatic energy transfer on the 
most convective day during CASES-99 matches the temporal variations of TKE, which is directly related to 
TKE dissipation as suggested in Equation 13. The magnitude of TKE dissipation integrated over the bottom 
5-m atmospheric layer is then estimated by examining vertical variations of vertical velocity spectra with 
the atmospheric instability, the analytic formulation of the TKE dissipation with wind speed variation, and 
the observed magnitude and instability dependence of TKE dissipation in the literature. We find that as a 
result of the enhanced kinetic energy from the non-hydrostatic energy transfer under the most convective 
condition during CASES-99, the vertically integrated TKE dissipation within the surface layer could be 
comparable with the magnitude of the observed imbalance and the largest energy consumption for the 
imbalance derived in Equation 19. The seemingly large vertically integrated energy dissipation near the 
surface under free convective conditions is related to the exponential increase of the energy dissipation to-
ward the surface and the observed increase of the energy dissipation with increasing unstable atmosphere 
stratification. The dissipation heating as the by-product of the energy dissipation contributes to heating the 
air layer, not directly to the imbalance.

Investigation of energy transfer in this study suggests that the ineffective heat and moisture transfer by 
convective eddies could be due to the non-hydrostatic energy transfer and the resulting thermal energy 
consumption for energy dissipation near the surface in reducing the available energy for turbulent energy 
transfer. That is, part of the thermal energy from molecular diffusion is diverted near the surface, and the 
turbulent heat transfer observed at a distance above the surface does not reflect the surface heat transfer by 
molecular diffusion even with inclusion of the heat storage associated with the air warming in the surface 
layer. In contrast, mechanically generated turbulence eddies by wind shear consume energy generated by 
mechanical pressure work and can effectively transport heat and moisture upward especially when wind 
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shear is strong. Consequently, vertical air density fluxes and the corresponding non-hydrostatic energy 
transfer are near zero even surface heating/cooling may be present, and the surface energy is approximately 
balanced based on the traditional thermal energy balance formulation.

Currently all numerical models are based on the traditional thermal energy balance, in which the energy 
consumption for generating the non-hydrostatic energy transfer from diabatic heating is not considered 
while the impact of this non-hydrostatic energy transfer, at least part of it, on changing kinetic energy is. 
In addition, commonly used parameterizations of the surface heat transfer by using the temperature dif-
ference between the air temperature at a given height and the surface radiation temperature are essentially 
to equate the fast turbulent heat transfer across a relatively large spatial scale with the slow molecular 
diffusion across a relatively small spatial scale (Udina et al., 2016). The physical processes for explaining 
the surface energy imbalance presented here may provide new insights on air-land parameterization for 
heat and water vapor transfer as well as the constraint of total energy conservation on the atmospheric 
thermodynamics. The SEB impacted by surface heterogeneity and non-stationarity present challenges and 
requires further investigations guided by total energy conservation. Adequate measurements for quantify-
ing thermal energy transfer to identify missed energy transfer in the traditional thermal energy balance is 
needed for understanding not only the surface energy imbalance but also fundamental thermodynamics 
and energy conservation in the atmosphere.

Appendix A: A Brief Review of the Derivation of the Thermal Energy Balance
The detailed physical explanation, derivation, and observational evidence for the new thermal energy bal-
ance can be found in Sun (2019). Further explanation and clarification of the derivation are given here. As 
described in Sun (2019) and Section 2 in this study, the first law of thermodynamics in many engineering 
text books is regarding all the energy of a system as a result of the work done by the system and the net 
heat transfer, thus, it is also called total energy conservation. The first law of thermodynamics commonly 
used by geophysicists is only valid when the fluid is at rest; that is, the kinetic energy related to observable 
air motions is zero, which is a special situation of total energy conservation. Mathematically, total energy 
conservation for a system can be expressed as

        ,pt k i
a a a a m

dEdE dE dE Q F
dt dt dt dt

 (A1)

where ρa is the air density, Et, Ek, Ei, and Ep are specific total energy, kinetic energy, internal energy, and 
potential energy of the system, Q is the net heating to the system, and    


( )mF Vp   is the mechanical 

forcing to the system (


V  is the wind vector, p is the air pressure, and ϵ is the viscous stress related to the rate 
of angular deformation done to the system).

As Bird et al. (2007) clearly stated that there is no conservation law for internal energy, the internal energy 
balance has to be derived based on total energy conservation with kinetic energy conservation. Kinetic 
energy conservation is commonly derived from momentum conservation. For geophysical applications, the 
mechanical force includes gravity force. That is, kinetic energy conservation can be expressed in two dimen-
sions for simplicity as

  
   

                 


,pk

a a k a k NH k
dEdE p p pV p w g u q u

dt dt z x x
   (A2)

where 
 

( , )V ui wk  (

i  and 


k  are unit vectors in horizontal and vertical directions), ϵk is the rate of dissipa-

tion of mechanical energy due to viscosity, qNH ≡ −w(∂p/∂z + ρag), and potential energy changes, ρadEp/
dt = ρawg is applied.

Because of the inclusion of potential energy changes in kinetic energy conservation derived from momen-
tum conservation, using Equation A2 for kinetic energy changes in total energy conservation Equation A1, 
the total energy balance would be expressed as
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    ,k i
a a m

dE dE Q F
dt dt

 (A3)

Thus, the internal/thermal energy balance is

     .i k
a a m

dE dE Q F
dt dt

 (A4)

Substituting the kinetic energy balance, Equation A2 into Equation A4 following the standard derivation in 
all the textbooks in the atmospheric dynamics with the usage of potential temperature, the thermal energy 
balance with qNH would emerge. Decomposing the thermal energy balance into mean and perturbed states 
with the Reynolds decomposition, one would have Equation 10.

In the atmosphere, potential energy can be balanced by pressure forcing, that is, vertical variations of the 
atmospheric pressure, as the hydrostatic balance. Once the balance is perturbed by vertical air density fluxes 
under the forcing of either Q, or Fm, or both, such as by positive buoyancy or wind shear when the atmos-
phere is stably stratified, the hydrostatic imbalance would trigger the non-hydrostatic energy transfer, NHq  
(Equation 9), leading to a new stage of hydrostatic balance. The non-hydrostatic energy transfer, NHq , would 
result in kinetic energy changes as evident in observed thermal plumes. The non-hydrostatic energy transfer 

NHq  (Equation 9) is the familiar term in the turbulent kinetic energy balance, for example, Equation 2.72 
in Garratt (1992), except most studies only concentrate on the first component in NHq , that is, the heat flux 
transfer.

Physically, the new thermal energy balance, Equation 10, means that as a result of the energy consumption 
for changing kinetic energy through NHq  out of the energy source Q + Fm for the system, the internal energy 
change, ρadEi/dt would be negatively impacted by this energy transfer. A positive NHq  for increasing kinetic 
energy in Equation A2 would have a negative NHq  for changing thermal energy. In other words, more energy 
used for increasing ρadEk/dt would result in less increase in ρadEi/dt for a given energy input Q + Fm and 
vice versa. The impact of Q + Fm on kinetic energy changes is considered in the turbulent atmosphere but 
the consequence of kinetic energy changes on thermal energy changes is not included in the traditional 
thermal energy balance derived from the first law of thermodynamics where air motion is assumed to be 
negligibly small.

Bird et al. (2007) in their well known text book mainly for engineering used the mechanical energy balance 
for an isothermal fluid system (their Equations 7.4–2) in deriving the internal energy balance (their Equa-
tions 15.2–6). Thus, the kinetic energy balance in Bird et al. (2007) is only influenced by mechanical forcing, 
Fm, and could not be impacted by net heating Q. As a result, the internal energy balance is not influenced by 
kinetic energy changes in their derivation.

Appendix B: Derivation of the Thermal Energy Balance in the Air and the Soil 
Layers
We vertically integrate the new thermal energy balance for the moist air in the AL, Equation 10, from the 
surface to z, which consists of the thin MDL below z = δza and the TSL between δza and z as







   

 

  
        

 
 



 

  
            





  

2

0 0 2

0 0

0 0

[ (1 ) ] [ (1 ) ]

( )

,

zz za
a pd pv T a pd pvza

zz zRA a
pv pd q aza

z z
t NH

wc q c q dz k dz c q c q dz
t zz

Q qdz c c k dz w q dz
z z z z

dz q dz

 (B1)

where ρa in kg m−3 is the air density, q in kg kg−1 is the air specific humidity, cpd and cpv in W s K−1 kg−1 are 
the heat capacities for dry air and water vapor at constant pressure, θ in K is potential temperature, t in s is 
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time, z in m is the turbulence observation height, kT in WK−1 m−1 and kq in kg m−1 s−1 are the air thermal 
conductivity and the diffusion coefficient for water vapor, QRA in Wm−2 is the vertically integrated radiative 
heating/cooling,  w  in ms−1K and  w q  in ms−1 kg kg−1 are the kinetic heat flux and the water vapor flux 
in the AL, t  in W m−3 is the dissipation heating, and qNH in Wm−3 is the non-hydrostatic energy transfer. In 
Equation B1,  [ (1 ) ]pd pvc q c q  represents cp in Equation 10.

In this study, we consider q < 20 g Kg−1, thus θv ≈ θ and   
w w

v
  . Equation B1 can be expressed as

     Δ ,a H C RA MA DT NHQ Q Q Q Q Q Q (B2)

where

 
   

0Δ [ (1 ) ] ,z
a a pd pvQ c q c q dz

t
 (B3)

Q c wH a pd z   ( ) , (B4)

 
       

0 0
0

( ),C T T a sQ k k T T
z

 (B5)

       


          
0 0 0[( ) ( ) ( ) ( ) ],z RA

RA z z
QQ dz L L L L S S S S

z
 (B6)




 
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        
 

 
0( ) ,z za

MA pv pd q aza

qQ c c k dz w q dz
z z z

 (B7)

 0 ,z
DT tQ dz (B8)

 0 .z
NH NHQ q dz (B9)

The subscript represents the height where the variable is measured; for example, ( ) w
z

  in Equation B4 
represents ( ) w  at height z. In Equation B5, Ta0 and Ts0 represent the air and the soil temperature at the 
surface. In Equation B6, S↓, S↑, L↓, and L↑ are the downward and upward short and longwave irradiance, 
respectively. At z = δza where the MDL transitions to the TSL, molecular diffusion is replaced by turbulent 
transfer, such as

 




  
 

  



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
,T a pd
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k c w
z (B10)

 



 

   
  .q a

zaza

qk w q
z (B11)

Because of the negligibly small air flow in the SL, qNH ≈ 0, the traditional thermal energy balance is valid in 
the SL. Thus, the thermal energy balance in the SL in W m−3 can be expressed by following De Vries (1958) 
and Milly and Eagleson (1980) as

     
    
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2

* 02 .s s s RS
l pl l

T T T Q EC c F L
t z z zz

 (B12)
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Equation B12 describes the thermal energy change in the soil layer that consists of dry soil, air, water vapor 
and liquid water at the LHS balances the thermal forcing of the vertical radiative divergence, ∂QRS/∂z, and 
the latent heat release, L0∂E/∂z (L0 in W s Kg−1 and E in Kg m−2 s−1 are the latent heat of vapourization and 
water vapor fluxes, respectively), in the soil layer at the RHS. The terms from the left to the right on the LHS 
of Equation B12 represent the temporal change of the thermal energy, the thermal conduction, and the 
vertical thermal energy transfer by liquid water.

In deriving Equation B12, we assume that the following terms in Equation B12 are negligibly small: (a) ther-
mal energy transfer associated with the air flow in the soil layer in comparison with liquid and soil thermal 
energy changes, (b) energy for air expansion in the SL, (c) heating associated with TKE dissipation, (d) the 
Defour effect resulted from temperature changes associated with diffusion from different types of particles, 
(e) internal heat sources such as the heat released during decay of radioactive soil minerals or the microbial 
decomposition of soil organic matter, and (f) differential heat of soil wetting. Because of assumption (a), 
pressure pumping effects on heat transfer are ignored (e.g., Clarke et al., 1987; Takle et al., 2004).

In Equation B12, Ts in K is the soil temperature. The heat coefficient C can be expressed as C = csρs(1 −θd 
−θv −θl) + cpdρdθd + cpvρvθv + cplρlθl ≈ csρs(1 −θl) + cplρlθl, where cs, cpd, cpv, and cpl in W s K−1 kg−1 are the 
specific heat for dry soil, air, water vapor, and liquid water at a constant pressure, ρs, ρd, ρv, and ρl in kg m−3 
are the dry soil, dry air, water vapor and liquid water densities, and θd, θv, and θl in m3 m−3 are volumes of 
dry air, water vapor, and liquid water per bulk volume (the sum of soil, dry air, water vapor, and liquid water 
volumes). The approximation for C is due to the fact that csρs and cplρl are much larger than cpdρd and cpvρv 
(cs ≈ 800 W s K−1 kg−1, cpl = 4128 W s K−1 kg−1, cpd = 1004 W s K−1 kg−1, cpv = 1952 W s K−1 kg−1, ρd ≈ 1.2 kg 
m−3, ρv ≈ 0.1 kg m−3, ρl = 1,000 kg m−3, and ρs ≈ 840 kg m−3) (Kreith & Goswami, 2004; Norton, 2005). The 
coefficient λ* in WK−1 m−1 is the apparent thermal conductivity of soil including effects of diffusive transport 
of water vapor. The term Fl = wlθl in m s−1 (wl represents the vertical motion of liquid water) represents the 
vertical liquid water flux due to infiltration or capillary water flow toward the surface and varies with soil 
moisture as well as soil temperature. Because cpl is more than twice of cpv and about four times cpd, we only 
focus on the heat transfer from the vertical liquid water flux in the last term on the LHS of Equation B12.

Vertically integrating Equation B12 from z = −δzs to z = 0, we have

    Δ ,s G net C E MSQ Q R Q Q Q (B13)
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Because the thermal energy transfer out of the SL at z = 0, QC, matches the thermal energy transfer into the 
AL at z = 0, QC in Equation B13 is the same as the QC in Equation B5. Applying liquid water mass conser-
vation, we have


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where


 

   


 
0 ( ) .z

a z
qE dz w q
t

 (B20)

Data Availability Statement
The observational data used in the study are available from the cited reference for the field campaign, CAS-
ES-99 (UCAR/NCAR-Earth Observing Laboratory, 2016).
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