Entrainment and budgets of heat, water vapor, and carbon dioxide in a convective boundary layer driven by time-varying forcing
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[1] A large-eddy simulation (LES) code is coupled with a land surface model to investigate the diurnal variation of the atmospheric boundary layer (ABL). The diurnal evolution of the ABL is driven by a time-varying incoming solar radiation. The results show that the domain average surface fluxes of sensible heat, water vapor, and carbon dioxide are smooth functions of time but the fluxes at any given surface grid point show random variations, especially the sensible heat flux. At the ABL top, the LES-resolved entrainment fluxes of these scalars also evolve with time and are not fixed fractions of their respective surface fluxes. Entrainment efficiency (the ratio of entrainment flux at \( z_t \) to \( w_c \Delta \theta \), where \( z_t \) is the ABL height, \( w_c \) is entrainment velocity, and \( \Delta \theta \) is the jump of potential temperature across the entrainment zone) is highest for CO\(_2\) and lowest for sensible heat. The first-order jump condition model is a very good approximation to simulated entrainment fluxes which are largely controlled by the vertical gradients of the scalars across the capping inversion. Our results suggest that over the range of geostrophic winds considered (0–5 m s\(^{-1}\)), neither the surface nor the entrainment flux reveals sensitivity to the geostrophic wind speed variations.


1. Introduction

[2] Surface-atmosphere interactions and entrainment play a critical role in the diurnal evolution of the atmospheric boundary layer (ABL). ABL budget analysis provides insights into evaluating the surface and entrainment fluxes at the regional scale and for assessing their influences on the ABL development [Betts and Ball, 1994; Barr and Betts, 1997]. Compared to surface fluxes, entrainment flux observations are relatively scarce. In addition, parameterization of the entrainment process is not satisfactory in many ABL models. Accurate quantification of entrainment fluxes and ABL budgets are essential for a better understanding of the dynamic evolution of the ABL.

[3] The ABL budget analysis of sensible heat and water vapor has been conducted extensively through field experiments and mixed layer models. Betts et al. [1990, 1992] and Grossman [1992] used aircraft data from the First International Satellite Land Surface Climatology Project (ISLSCP) Field Experiment (FIFE) to analyze the ABL budgets of sensible heat and water vapor, and confirmed that the vertical flux divergence plays a major role in the time change of potential temperature (\( \theta \)) and specific humidity (\( q \)) in the ABL. Barr and Betts [1997] utilized the radiosonde data collected during the 1994 field phase of the Boreal Ecosystem-Air-Atmosphere Study (BOREAS) to estimate the mean mixed-layer budget of sensible and latent heat fluxes. More recently, Betts et al. [2004] combined aircraft data with surface measurements from the 2002 International H\(_2\)O Project to investigate entrainment fluxes and the ABL CO\(_2\) budget, where they showed that the ABL CO\(_2\) budget is dominated by vegetation uptake and by ventilation processes associated with ABL growth. ABL budgets can also be examined using mixed layer models [Betts, 1973; Carson, 1973; Tennekes, 1973; Betts, 1992; Betts and Ball 1994; Betts, 2004]. Most observational and modeling studies are restricted to sensible heat and water vapor. CO\(_2\) budget analysis has received much less attention so far, partly because of the lack of observational data and limited abilities of numerical models.

[4] Entrainment is a crucial process controlling the budget of heat, water vapor and CO\(_2\) in the ABL. However, observational data on the entrainment flux is very limited, hindering the development of accurate parameterization of the entrainment process in numerical models. In an ABL budget analysis, the heat flux at the top of boundary layer is usually assumed to be a constant fraction of the surface flux. But there is no consensus as to the exact value for this entrainment-to-surface flux ratio. For buoyancy fluxes, a constant value (0.2) is considered to represent the entrainment-to-surface flux ratio for the equilibrium state developed in a linearly stratified atmospheric boundary layer.
Fedorovich et al., 2004) as it agrees with the findings of laboratory tank experiments [Deardorff, 1980] and with the calculations with the zero-order jump model (ZOM) [Betts, 1973; Carson, 1973; Tennekes, 1973; Fedorovich et al., 2004]. But Betts et al. [1990, 1992] and Betts and Ball 1994 observed much higher values (0.44 ± 0.21) for the entrainment-to-surface heat flux ratio during the FIFE field campaigns. Angevine [1999] observed similarly high entrainment-to-surface flux ratios (0.47 ± 0.11) during the 1996 Flatland boundary layer experiments. This ratio may also increase significantly with increasing shear-induced turbulence or as the convective boundary layer (CBL) shifts from (to) neutral stability during the morning (evening) transition. In addition, entrainment at the top of ABL may vary in response to changes in surface forcing [Angevine, 2008] and to the lapse rate in the free atmosphere above the boundary layer [Sorbjan, 1996]. In the water vapor budget, the ratio of the entrainment flux at z to surface flux is very sensitive to the moisture profile in the CBL. The aircraft and tower observations of Görska et al. [2008] showed larger entrainment CO₂ flux magnitude in the morning (flux ratio > 1) and smaller in the afternoon (flux ratio ≤ 1) than the vegetation uptake. The existence of a large entrainment CO₂ flux represents a major difficulty for inferring the surface CO₂ flux using ABL budget methods [Cleugh and Grimmond, 2001]. An accurate ABL budget analysis requires improved understanding of the different mechanisms controlling the entrainment fluxes among these scalars.

LES is a tool well suited for investigating the entrainment process [Sorbjan, 1996; Sullivan et al., 1998; Fedorovich et al., 2004]. Using a refined vertical grid in the entrainment zone, Sullivan et al. [1998] found that coherent structures are the primary instigator of entrainment in a clear convective boundary layer in the range of 13.6 ≤ R_i ≤ 43.8 (where R_i is a bulk Richardson number defined as gαδT/δz, where g is the acceleration of gravity, α is the coefficient of thermal expansion, δT the potential temperature jump across the entrainment zone, w_0 the convective velocity, and z_i the ABL height). They showed that the normalized entrainment rate w_e/w_0 (w_e = d(z)/dt) varies as AR_i² with A = 0.2. Fedorovich et al. [2004] showed that this entrainment-to-surface flux ratio (A) is obtained if the ABL flow is at quasi-equilibrium and that parameters of the entrainment process are evaluated with the ZOM model. They further demonstrated that the normalized temperature entrainment rate follows a -1 power law relationship with R_i under neutrally stratified conditions (R_i < 10) and a -3/2 power law in strongly stratified conditions (R_i > 10). Sun and Wang [2008] further linked the two different power laws and discussed the effect of stratification in the free atmosphere on the entrainment process. These LES studies were restricted to heat fluxes. Entrainment fluxes of water vapor and CO₂ have not been investigated nearly as thoroughly.

In this study, we used the National Center for Atmospheric Research (NCAR) LES coupled with a land-surface model (LSM) to perform the budget analysis of sensible heat, water vapor and CO₂. Most previous LES investigations simulate short “snapshots” of the ABL driven by a constant surface flux condition, raising the possibility that the entrainment flux is dependent on the prescribed surface fluxes and the initial profiles. To overcome this problem, we have coupled the LES with a LSM, which allows dynamic feedback between the surface fluxes, the ABL flow and the entrainment. A time-varying forcing (i.e., incoming solar radiation) drives the LES-LSM, simulating the daytime evolution of potential temperature, water vapor, and CO₂ in the ABL. The entrainment fluxes at the top of the planetary boundary layer (PBL) are resolved explicitly instead of being parameterized as in some ensemble ABL models.

We also use the coupled LES-LSM to investigate factors that control the entrainment fluxes of heat, water vapor, and CO₂. Currently, the first-order jump model is widely used to estimate the entrainment rates and minimum buoyancy flux. Sullivan et al. [1998] utilized an LES to investigate the relationship between the entrainment rate and the Richardson number. In the present study, we use the time-varying LES-LSM simulations to evaluate the ZOM [Lilly, 1968], the first-order jump model (FOM) [Betts, 1974; Sullivan et al., 1998], and extend the discussion to the general-structure model (GSM) with respect to entrainment flux parameterization for heat, water vapor and CO₂. We are also interested in factors controlling the vertical gradient of CO₂ across the capping inversion layer because determining the inversion jump of CO₂ may allow CO₂ entrainment flux estimation using conventional tower-based measurements.

The remainder of the paper is organized in the following way: A brief description of the dynamically coupled LES-LSM model and the model configurations are presented in section 2. The temporal surface flux variations, vertical profiles of mean potential temperature, specific humidity and CO₂ mixing ratio, and their respective vertical flux profiles are analyzed in section 3. In section 4, the entrainment processes of the three scalars are examined using three different parameters: entrainment flux, inversion jump and relative entrainment efficiency. Section 5 examines the relative roles of the entrainment and surface fluxes in the time change of potential temperature, water vapor and CO₂ mixing ratio during the daytime evolution of the ABL.
In the coupled LES/uni2010 LSM system, the LSM provides spatially and temporally varying surface heat, water vapor and CO$_2$ fluxes to the LES. The reference/uni2010 height variables driving the LSM are provided by the LES at its lowest grid level. The LES simulates the evolution of the ABL, the instantaneous fields of velocity, potential temperature ($\theta$), specific humidity ($q$), and CO$_2$ mixing ratio ($c$). Therefore, during these simulations both the surface and the entrainment fluxes are calculated directly.

2.2. Simulations With Time-Varying Forcing

In the time-varying forcing simulations, the model domain consists of 256 $\times$ 256 $\times$ 256 grid cells with grid spacings of 40 m $\times$ 40 m $\times$ 10 m in the x, y, and z directions, respectively. Four simulations spanning four different imposed geostrophic wind speeds ($u_g = 0, 1, 3, 5$ m s$^{-1}$) are conducted. Initial $\theta$ and $q$ profiles are specified according to composite sounding profiles collected at sunrise during the 1994 intensive field campaigns in the BOREAS southern study area (SSA, Figures 1a and 1b) [Barr and Betts, 1997]. Barr and Betts [1997] also reported the evolution of these profiles through the day, which are used to validate our LES results. The initial CO$_2$ profile consists of a shallow layer with a strong gradient of $-2.8$ mg kg$^{-1}$ m$^{-1}$ near the surface and a constant value of 570 mg kg$^{-1}$ above (see Figure 1c).

A time-varying incoming solar radiation is used to drive the dynamic evolution of the ABL [Leuning et al., 1995],

$$S_0 = \tau_a S_c \sin \beta,$$

where $\tau_a$ is the atmospheric transmissivity of 0.84 representative of clear sky conditions, $S_c$ is the extraterrestrial irradiance on a plane perpendicular to the Sun’s rays, and $\beta$ denotes solar zenith angle. The time variation of $S_0$ corresponds to the latitude of the BOREAS southern study area for a typical midsummer day under clear sky conditions (Figure 2). All simulations start at 0415 local standard time (LST) and last until 1615 LST. The incoming long-wave radiation flux density is parameterized according to the formulation of Idso [1981]. The emissivity of the earth’s surface is assumed as a constant (0.97) throughout the simulations. To avoid turbulence collapse in the LES runs, a minimum $S_0$ of 130 W m$^{-2}$ is imposed resulting in a slightly positive surface sensible heat flux of about 2 W m$^{-2}$ between 0415 and 0615 LST (Figure 3). Initially, the surface is homogeneous throughout the domain, with constant soil moisture and biological parameters. Soil moisture is implicitly specified in the LSM by setting the photosynthetic capacity to a fraction of its maximum capacity ($f_s = 0.2$) [Huang et al., 2009].

2.3. Snapshot LES Simulations

In two earlier studies, we performed snapshot LES simulations to investigate the flux imbalance problem and dissimilarity of scalar transport near the ground [Huang et al., 2008, 2009]. In this current study, these previously

Figure 1. Vertical profiles of (a) potential temperature ($\theta$), (b) specific humidity ($q$), and (c) CO$_2$ mixing ratio ($c$) for $u_g = 5$ m s$^{-1}$.

Figure 2. Solar radiation flux reaching the surface as a function of local standard time at latitude 53.73°N on day 250.
The presented simulations are utilized to compare their entrainment statistics with those of the time-varying simulations discussed here. In these snapshot simulations, the initial profiles are prescribed for a fully developed well-mixed CBL. The simulations start with random divergence-free white noise added to the initial fields since the fluid is at the central grid point of the simulation domain with increasing standard deviation of the surface fluxes decreases with time (i.e., the additional run with 0.5 m) could partly account for this minor impact. We did an 5 ms run with corresponding to u_g = 0 and 5 m s^{-1} during the midday. Strong surface friction (z_o = 0.5 m) could partly account for this minor impact. We did an additional run with u_g = 15 m s^{-1}, and see increasing the midday H by 13.3%, decreasing LE by 4.0% and A_n by 5.3%. Our simulated midday surface sensible and latent heat fluxes are comparable to the values observed in the BOREAS SSA area (166 W m^{-2} for H and 185 W m^{-2} for LE [Barr and Betts, 1997]). As expected, the domain-averaged surface fluxes closely follow the diurnal incoming solar radiation pattern (Figure 3). The sensible and latent fluxes at the central grid point show fluctuations with time in response to the feedbacks of organized turbulent flow in the ABL [Huang et al., 2009]. The largest fluctuations occur near noon when the convective surface turbulence is fully developed and turbulence intensity, as measured by $\langle TKE \rangle / \langle W^2 \rangle$ relating the magnitude of the turbulence kinetic energy (TKE) to the current forcing, is the strongest (data not shown). In comparison, the temporal fluctuation is not apparent in A_n. In the current LSM implementation, variations in photosynthesis at the subminute time scales are controlled by the surface temperature which is not sensitive to the turbulent motion in the ABL. The fluctuations at the central grid are typical of those at other grid points in the model domain.

### 3.2. Vertical Profiles of $\theta$, $q$, and $c$

[15] The simulated vertical profiles of $\theta$, $q$, and $CO_2$ mixing ratio ($c$) are shown in Figure 1. An $u_g$ value of 5 m s^{-1} is used in the simulation, similar to the mean geostrophic wind observed at the BOREAS southern study area [Barr and Betts, 1997]. The time sequence presented in Figure 1 covers the period from 0415 LST to 1615 LST, at an interval of 2 h. The profiles at 0415 LST are the initial profiles. Each subsequent profile represents an average over 200 time steps (3–7 min) and across the entire horizontal domain. By 0815 LST, 2 h after sunrise, the strong surface inversion layer is replaced by a shallow CBL. With the strengthening of solar radiation, a typical CBL gradually develops. The ABL growth is rapid in the morning and relatively slow in the afternoon (Figure 1a). At 1615 LST, a well-mixed CBL height has reached 1700 m. The CBL is characterized by a typical three-layered structure, with a surface layer showing a large vertical $\theta$ gradient, a mixed layer in which $\theta$ is uniform, and an entrainment zone with inversion strength exceeding that of the overlying atmosphere. The specific humidity and $CO_2$ mixing ratio profiles evolve in response to their respective surface and entrainment fluxes. Their midday profiles also consist of three layers. At 1615 LST, the $q$ value in the midboundary layer is 1.9 g kg^{-1} greater and $c$ is 20.9 mg kg^{-1} lower than the initial value.

[16] The simulated boundary layer characteristics evolve in reasonable agreement with the observations reported by Barr and Betts [1997]. Figure 4 compares the simulated ABL height with the measurements from the 1994 intensive campaigns in the BOREAS southern study area [Barr and Betts, 1997]. Here the ABL height is defined as the height of the maximum potential temperature gradient. The same methodology was used to determine the ABL height using the sounding data from the 1994 BOREAS field experiment [Barr and Betts, 1997]. Generally good agreement is achieved. Good agreement is also seen between the $q$ profiles shown in Figure 1 and the observed profiles [Barr and Betts, 1997, Figure 2]. The simulated $q$ profiles agree

### Table 1. Dependence of Surface and Entrainment Flux on the Geostrophic Wind

<table>
<thead>
<tr>
<th>$u_{g}$, m s^{-1}</th>
<th>Temperature, K m s^{-1}</th>
<th>Specific Humidity, g kg^{-1} m^{-1}</th>
<th>CO2, mg g^{-1} m^{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.024</td>
<td>0.101</td>
<td>-1.13</td>
</tr>
<tr>
<td>1</td>
<td>-0.023</td>
<td>0.101</td>
<td>-1.13</td>
</tr>
<tr>
<td>3</td>
<td>-0.023</td>
<td>0.100</td>
<td>-1.12</td>
</tr>
<tr>
<td>5</td>
<td>-0.023</td>
<td>0.100</td>
<td>-1.12</td>
</tr>
</tbody>
</table>

The flux values are averaged between 0900 and 1500 LST.

---

**Figure 3.** Temporal variations in sensible heat flux ($H$), latent heat flux ($LE$), and $CO_2$ flux ($A_n$) at the central point and averaged across the whole domain for $u_g = 5$ m s^{-1} (solid line, $H$; dashed line, $LE$; dash-dotted line, $A_n$; with circle, central point; without circle, domain average).
broadly with the observations except for two details. First, the simulated $q$ profile is uniform with height in the mixed layer from 1015 LST onward whereas the observed $q$ shows a slight vertical gradient. Second, the inversion jump of the modeled $q$ is $3 \text{ g kg}^{-1}$ at 1615 LST, roughly $1 \text{ g kg}^{-1}$ higher than the observed jump value at that time. These discrepancies can be partly explained by the fact that our simulations only focus on the clear-sky CBL whereas the composite profiles derived from the soundings represent the mean situation of different boundary layer conditions including cloudy skies. Another potential factor causing this discrepancy is the local horizontal advection which may increase moisture in the lower part of atmospheric boundary layer over the BOREAS observational domain. However, the role of horizontal advection is not included in our simulations.

Lloyd et al. [2001] found that without the inclusion of appreciable subsidence, their ABL budget model overestimates the growth of the CBL on a July afternoon over a mosaic landscape in central Siberia. No subsidence is included in our LES runs. The reasonably good agreement of the ABL growth (Figure 4) suggests either that subsidence is not an important factor when averaging over many ABL soundings that span a wide range of synoptic conditions or that other compensating mechanisms are not accounted for by our model.

### 3.3. Vertical Flux Profiles

[18] Figure 5 presents hourly- and domain-average profiles of vertical potential temperature, specific humidity and CO$_2$ mixing ratio fluxes for the same case as in Figure 1. Consistent with other LES studies [e.g., Patton et al., 2005; Huang et al., 2008, 2009], the vertical scalar flux profiles at any given time follow a linear relationship with height within the mixed layer, indicating that the linear relationship is the result of vertical mixing in the CBL despite the time-varying surface forcing. As expected, the heat flux at the top of the boundary layer (i.e., the entrainment flux) is of opposite sign to the surface heat flux. Both fluxes act to warm the ABL but the surface flux plays a larger role as the entrainment heat flux at $z_i$ level is a small fraction (14 to 38%) of the surface flux (Figure 5a).

[19] The surface evapotranspiration is a moisture source whereas entrainment is a moisture sink for the ABL. The relative roles of entrainment versus surface water vapor flux in the time evolution of $q$ in the ABL is determined by the ratio of the entrainment flux at $z_i$ to surface water vapor flux ($r_q$): $r_q < 1$ corresponds to a temporal increase in $q$ and $r_q > 1$ to a decrease in $q$ (see Figures 1b and 5b). The flux ratio ($r_q$) is highly dependent on time of the day and to a lesser extent on the initial vertical profile prescribed in the LES simulations. In this study, $r_q$ varies from 1.4 at 0815 LST to 0.5 at 1615 LST for the case with $u_g = 5 \text{ m s}^{-1}$. $r_q$ can be higher than 3.0 in the snapshot simulations [Huang et al., 2009].

[20] During the period shown in Figure 5, the surface is a sink of CO$_2$ due to photosynthesis and entrainment process is a source of CO$_2$ in the ABL. Both fluxes are directed
downward (negative). The ratio of the entrainment flux at \( z \) to surface flux \((r_c)\) varies from 0.5 to 0.3.

### 4. Entrainment Processes

#### 4.1. Entrainment Flux

[21] In response to diurnally varying solar forcing, the boundary layer grows each day through entrainment, which exchanges heat, water vapor, \( \text{CO}_2 \) between the ABL and the free atmospheric layer. It is difficult to make direct measurement of entrainment fluxes. The entrainment buoyancy flux is typically assumed as a constant fraction of the surface flux in the ZOM [Lilly, 1968] or described as a function of the entrainment zone thickness in the FOM [Betts, 1974; Sullivan et al., 1998]. In contrast, entrainment fluxes within the LES are explicitly calculated and are a result of the simulation.

[22] Figure 6 shows the time evolution of entrainment fluxes of heat, water vapor and \( \text{CO}_2 \) calculated with the LES for four different geostrophic wind conditions. The values shown here represent the domain- and hourly-averaged fluxes. Based on the study of Sullivan et al. [1998], a 10 m vertical resolution is fine enough to resolve the turbulence organized structure within the entrainment zone. The entrainment flux of heat follows a similar time variation pattern of the surface flux. Both entrainment fluxes of water vapor and \( \text{CO}_2 \) flux follow similar patterns but before 0915 LST are not sensitive to the surface fluxes. The geostrophic wind variations have negligible influence on the three entrainment fluxes (Table 1 and Figure 6). Therefore, for the atmospheric situations simulated here, the entrainment fluxes are more sensitive to the surface flux than to the geostrophic wind.

[23] We now use the LES results to evaluate several entrainment parameterizations. These parameterizations are based on the budget equation originally written for virtual potential temperature (neglecting radiation and mean vertical motion) [Betts, 1974, equation (2)] and are extended here to a general scalar \( \varphi \) (i.e., \( \theta \), \( q \), and \( \text{CO}_2 \) mixing ratio \( c \) in this study),

\[
\langle \langle \vec{w} \vec{\varphi} \rangle \rangle_{i,g} = \frac{d}{dt} \langle \langle z_2 - z_1 \rangle \vec{\varphi} \rangle + \frac{dz_1}{dt} \frac{d}{dt} \varphi_1 - \frac{dz_2}{dt} \frac{d}{dt} \varphi_2, \tag{2a}
\]

where \( \langle \rangle \) denotes spatial averaging in the \( x - y \) directions, overbar represents temporal averaging, double prime denotes fluctuation from the spatial average, \( \langle \vec{w} \vec{\varphi} \rangle_{i,g} \) represents the domain- and hourly-averaged entrainment flux at \( z_i \) and subscript \( g \) denotes GSM, \( z_i \) is the vertical position where buoyancy flux reaches the minimum value, \( z_2 \) is the vertical location where the buoyancy flux first goes to zero above the ABL height \( z_i \), the height of \( z_2 \) is usually taken as the vertical location where the vertical flux reaches a prescribed fraction of the entrainment flux at \( z_i \) (Figure 7), \( \varphi_1 \) and \( \varphi_2 \) are the scalar values at \( z_i \) and \( z_2 \), respectively, \( \varphi_{z_i} \) is the average of \( \varphi \) between \( z_i \) and \( z_2 \), \( \frac{d}{dt} \) is the derivative with respect to time (t). The readers are reminded that all the terms on the right side in equation (2a) represent horizontally averaged quantities and the angle brackets are omitted for simplicity. Our GSM is established in terms of the budget equation derived by Betts [1974, equation (2)]. As compared to the GSM of Deardorff [1979], the GSM discussed in this study...
where $\langle w'\varphi' \rangle_{1,z}$ denotes the entrainment flux at $z_i$ calculated with the FOM and subscript $f$ indicates FOM. If $\delta\varphi_{12}$ is constant and $\delta\varphi_{12} = 2\delta\varphi_{23}$, equation (3a) becomes

$$\langle w'\varphi' \rangle_{1,f} = -\frac{w_e}{2} (\delta\varphi_{12} - \Gamma_{\varphi,1} dz)$$

(3b)

where $\Gamma_{\varphi,1}$ denotes the vertical gradient of scalar $\varphi$ between $z_1$ and $z_2$ (within entrainment zone), $\delta\varphi_{12}$ is the jump for the FOM across the entrainment zone and defined as the difference of $\varphi$ between height $z_1$ where the flux $\langle w'\varphi' \rangle_{1,z}$ reaches zero below $z_1$ and height $z_2$ where the flux $\langle w'\varphi' \rangle_{1,z}$ reaches zero above $z_i$ (e.g., $\delta\varphi_{ii}$ illustrated by Figure 7). The jumps $\delta\varphi_{12}$ are similar to the potential temperature jump $\delta\theta$ defined by Fedorovich et al. [2004, Figure 1] and Sun and Wang [2008, Figure 1] but different from the one used by Sullivan et al. [1998]. In fact, our FOM (equation 3a) is very similar to equation (8) of Sullivan et al. [1998] if we consider $\delta\varphi_{12} = 2(\varphi_2 - \varphi_1)$ and $\delta z = (z_2 - z_1)$.

[24] On the other hand, ZOM expresses the entrainment flux at $z_i$ [Fedorovich et al., 2004]

$$\langle w'\varphi' \rangle_{1,z} = -w_e (\delta\varphi_{12} - \Gamma_{\varphi,2} dh),$$

(4a)

where $\Gamma_{\varphi,2}$ is the vertical gradient of scalar in the free atmospheric layer (e.g., $\Gamma$ illustrated by Figure 7) and $dh = z_2 - z_1$. The ZOM can be rewritten in a simplified form

$$\langle w'\varphi' \rangle_{1,z} = -w_e \Delta \varphi$$

(4b)

where $\langle w'\varphi' \rangle_{1,z}$ denotes the entrainment flux at $z_i$ calculated with ZOM with subscript $z$ indicating ZOM, $\Delta \varphi$ is the jump of ZOM across the entrainment zone and defined as the difference between the value of extrapolation of the scalar profile from the free atmosphere down to $z_i$ and the value at the bottom of the entrainment zone (Figure 7), similar to the one defined by Fedorovich et al. [2004] and Sun and Wang [2008]. The bottom of the entrainment zone is defined as the height where the flux $\langle w'\varphi' \rangle_{1,z}$ reaches zero below $z_i$.

[25] In Figure 8, the entrainment fluxes of heat, water vapor and CO$_2$ simulated by the LES are compared with entrainment flux estimates based upon the ZOM, FOM and GSM. While the ZOM slightly underpredicts the magnitude of the entrainment fluxes at $z_i$, the FOM and GSM show very good agreement with the LES-resolved entrainment fluxes. It is worth noting that determining the zero-order scalar jump $\Delta \varphi$ is crucial to the parameterized entrainment fluxes. For example, the scalar jump calculated with $\Delta \varphi = \varphi_1 - \varphi_0$ or $\Delta \varphi = \varphi_2 - \varphi_1$ may cause significant underprediction (overprediction) as compared to the LES-resolved entrainment fluxes. Our calculations suggest the ZOM is a good approximation to the entrainment fluxes at $z_i$ if $\Delta \varphi = \varphi_2 - \varphi_1 - \Gamma_{\varphi,0} dh$ is utilized. The results are consistent with the findings of Fedorovich et al. [2004].

[26] Overall the FOM is a good approximation to parameterize the entrainment flux for the three scalars, and the ZOM is also a good approximation if the zero-order jump across the entrainment zone is calculated correctly. The performance of FOM suggests that the role of time change of the thickness of entrainment zone is negligible in the calculation of entrainment flux at $z_i$. 

---

**Figure 8.** Comparison of LES-resolved entrainment fluxes with those of ZOM, FOM, and GSM in four different wind conditions for (a) temperature flux, (b) specific humidity flux, and (c) CO$_2$ flux.
proxy representing CO2 mixing ratio in the free atmosphere, for the regional CO2 flux calculations [Chen et al., 2006], or is arbitrarily specified in snapshot LES studies [Gorska et al., 2008; Huang et al., 2009]. In both snapshot and time-varying forcing simulations, the inversion jumps vary with the surface fluxes and the PBL growth. However, for the time-varying forcing cases, the surface fluxes evolve over time in response to the solar forcing and the entrainment. Thus the jump value in the current time-varying simulation is closer to the reality than the one calculated with the snapshot simulation.

[28] Figure 9 illustrates the evolution of the jumps of potential temperature, specific humidity and CO2 mixing ratio (δθ, δq, δc) derived from the time varying LES-LSM simulations. Here δθ, δq, δc are calculated as the difference between the values at z2 (the location where the vertical heat flux reaches zero above zi; see Figure 7) and the value at z1 (the location where the vertical heat flux reaches zero below zi; see Figure 7). The δθ follows a similar temporal variation pattern of the surface heat flux, increasing quickly in the morning and then tending to slightly decrease in the afternoon, which indicates that surface flux plays a dominant role in the evolution of δθ. In contrast, both −δq and δc follow linear increasing trends. The changes in δθ and δq are consistent with the findings of [2004], but δc is different from their result in which dilution process is more important than ours and negative jumps are reported for the morning hours which results from different initial CO2 profiles between the two investigations. The inversion jumps are insensitive to the geostrophic wind variations investigated here.

4.3. Relative Entrainment Efficiency

[29] The entrainment process can be further understood through the examination of the relative entrainment efficiency for heat (Bθ), water vapor (Bq), and CO2 (Bc). In this study, we define the relative entrainment efficiency as

\[ B_\theta = -\frac{\langle w'\theta' \rangle_i}{w_i \delta \theta}, \]  
\[ B_q = -\frac{\langle w'q' \rangle_i}{w_i \delta q}, \]  
\[ B_c = -\frac{\langle w'c' \rangle_i}{w_i \delta c}, \]

where δθ, δq, and δc represent the jumps of θ, q, and c across the entire entrainment zone (as defined in section 4.2), and \( \langle w'\theta' \rangle_i \), \( \langle w'q' \rangle_i \), and \( \langle w'c' \rangle_i \) represent the hourly and domain-wide averaged LES-resolved entrainment fluxes at zi.

[30] These coefficients can also be interpreted as the normalized entrainment fluxes or apparent diffusivities of the entrainment process. In equations (5a)–(5c), all the quantities on the right hand side are calculated directly from the LES simulations. In general, the entrainment efficiency is highest for CO2 and lowest for temperature. In the time varying simulations, \( B_\theta \) and \( B_q \) are higher in the morning and lower in the afternoon due to slower growth of the ABL.
in the afternoon, and $B_e$ is relatively constant at 1 through the simulations (data not shown). The entrainment efficiency cannot be assumed equal among the three scalars.

According to equation (4a), the entrainment efficiency of $\varphi$ can be expressed as

$$B_\varphi = 1 - \frac{1}{2} \Gamma_{\varphi,2},$$

where $\Gamma_{\varphi,2} = 2 \Gamma_{\varphi,1}$ is used for the equation derivation. The entrainment efficiency is dependent on the ratio of the vertical gradient of scalar $\varphi$ in the free atmospheric layer to the inversion jump layer.

So generally, the efficiency is less than unity because the quantity $\Gamma_{\varphi,2}$ is positive. Only when the vertical gradient in the free atmosphere is zero, a condition satisfied for CO$_2$ in the current time-varying simulations (Figure 10) and for $q$ and CO$_2$ in the snapshot simulations [Huang et al., 2009, Figure 3], does $B_\varphi$ approach 1. CO$_2$ is a well-mixed gas in the free atmosphere. The profile measurement above the ABL [Lloyd et al., 2001; Górska et al., 2008] shows that $\Gamma_{\varphi,2} = 0$ is indeed a good approximation to the real atmospheric flows.

5. Budgets of Heat, Water Vapor, and CO$_2$ in the ABL

5.1. Budget Equation

Let the square brackets $[\ ]$ denote a scalar $\varphi$ averaged over the depth of the mixed layer

$$[\varphi] = \frac{1}{z_1} \int_{z_0}^{z_1} \varphi dz.$$

The mixed layer budget equation can be written as [Stull, 1988]

$$\frac{d}{dt} [\varphi] = \frac{\langle w' \varphi'' \rangle_z}{\langle w' \varphi'' \rangle_s} - \frac{\langle w' \varphi'' \rangle_z}{\langle w' \varphi'' \rangle_s},$$

where the covariance terms, $\langle w' \varphi'' \rangle_z$ and $\langle w' \varphi'' \rangle_s$ denote domain average and temporal average of the surface flux and the entrainment flux, respectively, of $\varphi$ at $z_i$ and consist of the sum of both the resolved and subgrid-scale contributions. For the convenience of discussion, $\frac{d}{dt} [\varphi]$ on the left hand side is labeled as Term 1 and $\frac{\langle w' \varphi'' \rangle_z}{\langle w' \varphi'' \rangle_s}$ is the time change of $\langle \varphi \rangle$, the surface flux $\langle w \varphi \rangle$, Term 2, and the entrainment flux, $\langle w \varphi \rangle_s$, Term 3. Equation (8) assumes that horizontal advection is negligible, a condition satisfied in the LES because of the periodic lateral boundary conditions. The net balance between the surface and entrainment fluxes therefore determines any time change in the column-integrated $\langle \varphi \rangle$.

The three terms in the budget equation are calculated independently. The term $\frac{d}{dt} [\varphi]$ is calculated from the difference between the instantaneous, domain-averaged vertical profiles at the beginning and the end of each hour. Both surface and entrainment fluxes are hourly averages produced by the coupled LES-LSM.

5.2. Budget Analysis

The three terms in equation (8), plotted in Figure 11, show the relative roles of the surface fluxes and the entrainment fluxes in the budgets of the mixed layer potential temperature, water vapor and CO$_2$. The discussion is limited to the period of 0815 LST to 1615 LST when the ABL experiences appreciable development. The results confirm that the time rate of change in $\theta$, $q$ and $c$ is determined by the difference between their respective vertical fluxes. The surface and entrainment fluxes play different roles in the evolution of the three scalars during the simulation period. In the case of temperature, the temporal change (Term 1) follows closely the surface flux variations (Term 2), confirming that the surface heat flux dominates the evolution of potential temperature in the ABL. In the case of humidity, surface processes transport water vapor from the ground to the mixed layer whereas air entrained from the free atmosphere reduces the specific humidity in the mixed layer. The time change of specific humidity is dependent on the balance of the two fluxes. The entrainment flux is larger than the surface flux in the morning and smaller in the afternoon (see also Figure 5b). As a result, the time rate of change in $q$ is negative in the morning and positive in the afternoon. The ABL mean $\frac{d}{dt} [\varphi]$, the time change rate of $q$, is $-1.6$ g kg$^{-1}$ h$^{-1}$ at 0815 LST and $0.1$ g kg$^{-1}$ h$^{-1}$ at 1615 LST. In the case of CO$_2$, the consumption of the mixed layer CO$_2$ by photosynthesis at the surface is compensated by the entrainment of air from the free atmospheric layer where the CO$_2$ mixing ratios are higher. Generally the consumption by photosynthesis exceeds the supply of CO$_2$ via entrainment. Thus a negative time change of CO$_2$ in the mixed layer is observed throughout the simulation period.

The relative role of the entrainment in the ABL budget can be further understood through the examination of the ratio of the entrainment to the surface flux over time. As shown in Figure 12, the heat flux ratio $A_\theta$ $\langle \frac{w' \theta''_z}{w' \theta''_s} \rangle$ and the water vapor flux ratio $A_q$ $\langle \frac{w' q''_z}{w' q''_s} \rangle$ are the LES-resolved entrainment flux at $z_i$ and the surface flux, respectively, is the smallest in magnitude, the water vapor flux ratio $A_q$ (defined as $\langle \frac{w' q''_z}{w' q''_s} \rangle$)
is the largest, and the CO$_2$ flux ratio $A_c$ (defined as $\frac{w c'}{w c}$) lies in between. The entrainment fluxes of these scalars are therefore not a fixed fraction of their surface fluxes, contrary to the assumption often used in ABL models. From aircraft measurements, Görskà et al. [2008] also found that these three entrainment flux ratios vary significantly with longitude and pointed out their dependence on boundary layer dynamics and surface conditions. These variable flux ratios demonstrate that the entrainment of a scalar depends not only on its surface flux but also on its background profile.

Previously we showed that the surface and entrainment fluxes are insensitive to $u_g$ over the range of $u_g$ values considered (0–5 m s$^{-1}$). Figure 6 and Table 1 show that the impact of wind speed on the flux ratios is also negligible. In this wind range, flow is still dominated by convection. More differences may be found for higher geostrophic winds (such as 10 to 20 m s$^{-1}$). Pino et al. [2003] found that by changing $u_g$ from 0 to 14 m s$^{-1}$, the entrainment ratio for temperature changes from the standard value of $\sim$0.25 to 0.3–0.5. Conzemius and Fedorovich [2006] showed that at a $u_g$ of 20 m s$^{-1}$, this ratio can be as large as 1, the exact value

Figure 11. ABL budget of (a) potential temperature, (b) specific humidity, and (c) CO$_2$ mixing ratio (solid line, $u_g = 0$; dashed line, $u_g = 1$ m s$^{-1}$; dash-dotted line, $u_g = 3$ m s$^{-1}$; dotted line, $u_g = 5$ m s$^{-1}$; 1/black, time rate of change; 2/red, surface flux; 3/blue, entrainment flux).

Figure 12. The entrainment-to-surface flux ratio for (a) heat, (b) specific humidity, and (c) CO$_2$ (solid line, $u_g = 0$ m s$^{-1}$; dashed line, $u_g = 1$ m s$^{-1}$; dash-dotted line, $u_g = 3$ m s$^{-1}$; dotted line, $u_g = 5$ m s$^{-1}$).
depending on the wind shear in the boundary layer and the strength of the background stratification.

6. Summary and Conclusions

[38] The domain average surface fluxes of temperature, specific humidity and CO$_2$ mixing ratio show smooth temporal variations driven by the prescribed variations in the incident solar radiation. At any grid point, the surface sensible and latent heat fluxes fluctuate at high frequencies (seconds to minutes) despite smooth variation of the incoming solar radiation. These fluctuations represent the dynamic response of energy exchange to the heterogeneous turbulent flow in the ABL. In comparison, photosynthesis is insensitive to turbulence for the conditions simulated here.

[39] Scalar entrainment fluxes evolve with time and are not constant fractions of their respective surface fluxes. Examination of the relative entrainment efficiency, the inversion jump, and the exchange coefficients, reveals differences in the entrainment process of the three scalars. The first-order jump model is good approximation for the entrainment fluxes of heat, water vapor and CO$_2$. The relative entrainment efficiency, determined from the entrainment flux and the local scalar gradient across the capping inversion, is smallest for temperature and largest for CO$_2$.

[40] The surface and entrainment fluxes play different roles in the time evolution of the three scalars in the daytime ABL. The surface heat flux plays a dominant role in time evolution of potential temperature in the ABL. The time change of the specific humidity depends on the balance of the two fluxes of similar magnitudes. In the case of CO$_2$, the surface flux usually exceeds the entrainment flux, leading a decreasing trend of CO$_2$ in the mixed layer through the simulation period.

[41] It is recognized that turbulent organized structures in the ABL are sensitive to the geostrophic wind speed ($u_g$). In comparison, the mean quantities of the ABL, including the surface and entrainment fluxes, the inversion jump and the time rate of change of the three scalars, are insensitive to the weak to moderate geostrophic forcing discussed here ($u_g$ ≤ 5 m s$^{-1}$). For example, increasing $u_g$ from 0 to 5 m s$^{-1}$ increases the surface heat flux by only 3%. However, the influence on entrainment flux and the CBL development can be significant when geostrophic wind is strong [Conzenzies and Fedorovich, 2006].
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