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ABSTRACT4

The hydrostatic and nonhydrostatic atmospheric solvers within the Model for Prediction5

Across Scales (MPAS) are tested using an extension of Jablonowski and Williamson baro-6

clinic wave test case that includes moisture. We use the dry test case to verify the cor-7

rectness of the solver formulation and coding by comparing results from the two different8

MPAS solvers and from the global version of the Advanced Research WRF(ARW) model.9

A normal-mode initialization is used in Jablonowski and Williamson test, and the most10

unstable mode is found to be wave number 9. The three solvers produce very similar norma-11

mode structures and nonlinear baroclinic wave evolutions. Solutions produced using MPAS12

variable-resolution meshes are quite similar to the results from the quasi-uniform mesh with13

equivalent resolution. Importantly, the small scale flow features are better resolved in the14

fine-resolution region and there is no apparent wave distortion in the fine-to-coarse mesh15

transition region, thus demonstrating the potential value of MPAS for multiscale flow simu-16

lation.17
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1. Introduction18

We have been developing a new modeling framework for atmospheric dynamical cores19

called the Model for Prediction Across Scales (MPAS; Skamarock et al. 2012, hereafter20

SK12). A notable feature of MPAS is the use of an unstructured horizontal mesh using21

Spherical Centroidal Voronoi Tessellations (SCVTs, nominally hexagons) with C-grid stag-22

gering (Thuburn et al. 2009). There are two MPAS atmospheric dynamical solvers - a23

hydrostatic solver (MPAS-AH) and a nonhydrostatic solver (MPAS-ANH). In this paper we24

compare the performance of MPAS-AH and MPAS-ANH using an extension of Jablonowski25

and Williamson (2006 here after JW06) case, initialized with the most unstable mode, and26

optionally including moisture. The normal mode initialization bypasses the initial adjust-27

ment process arising with the JW06 unbalanced initial perturbation, thus removing a source28

of uncertainty in evaluating the test results. Additionally, we can use the symmetry of the29

normal mode evolution on the sphere to examine effects of zonally anisotropic meshes. We30

also test global dynamical cores with simple moist physics because we have often found that31

the grid-scale forcing produced by moist physics provides a more stringent test of solver32

robustness. We specify the initial moisture such that it does not lead to a convectively un-33

stable atmosphere, thus only a simple parameterization of the cloud microphysics is needed34

for this test. In order to confirm the accuracy of these solvers, we also compare these results35

with those from the global version of the Advanced Research WRF (ARW; Skamarock et al.,36

2008).37

The SCVTs used in MPAS permit continuous refinement on a conformal horizontal mesh38

in which the coarse-to-fine mesh transitions are smooth and do not contain abrupt changes39

in resolution inherent in traditional grid-nesting (e.g. Warner et al. 1997). Thus, we expect40

that the MPAS grid refinement should reduce many problems associated with traditional grid41

nesting. We use the extended test cases to examine the robustness of the nonhydrostatic42

MPAS solver using a locally refined mesh. Recently, Ringler et al. (2011) showed good43

performance for the MPAS shallow-water equations solver on various locally-refined meshes,44

2



and the results from our 3D solver will further demonstrate the feasiblility of locally refined45

SCVTs for atmospheric applications.46

Our paper is organized as follows. In section 2, the initialization algorithms for dry and47

moist test cases on the hydrostatic p coordinate and nonhydrostatic hybrid z coordinate are48

presented. The life cycle, synoptic features of the waves, intensity, and structure in quasi-49

uniform and variable-resolution meshes are discussed in section 3, and section 4 contains the50

summary remarks.51

2. Model initial conditions52

A detailed description of the MPAS-ANH is presented in SK12 and the model equations53

for the MPAS-AH are described in the Appendix. For hydrostatic-scale applications, the54

most significant difference between the hydrostatic and nonhydrostatic atmospheric solvers55

is the terrain following vertical coordinate; MPAS-AH uses a pressure-based coordinate and56

MPAS-ANH uses a height-based coordinate. Thus the distribution of vertical levels is nec-57

essarily different in the MPAS-AH and MPAS-ANH configurations in the following experi-58

ments.59

a. MPAS-AH; Hydrostatic hybrid-sigma coordinate60

To initialize the zonally homogeneous balanced state for MPAS-AH, the surface geopo-61

tential height Φs and temperature T are defined using Eqs. (4)-(7) in JW06 except for the62

inclusion of water vapor. Since we treat moisture as a part of the horizontal deviation field,63

we use the same formulation of the horizontal-mean temperature < T > as in JW06 :64

< T > = T0

(
p

p0

)RdΓ/g

for ηs ≥ η ≥ ηt, (1)

< T > = T0

(
p

p0

)RdΓ/g

+4T (ηt − η)5 for ηt ≥ η, (2)
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with the surface level ηs = 1, the tropopause level ηt = 0.2, the temperature at the surface65

T0 = 288K and 4T = 4.8 × 105K. The horizontal deviation temperature with moisture is66

modified to become67

T̃ = − p

Rd

(
∂η

∂p

)
∂φ

∂η

=
3π

4

p

Rd

u0 sin ηv cos1/2 ηv

×

[{
− 2 sin6 ϕ(cos2 ϕ+

1

3
) +

10

63

}
2u0 cos3/2 ηv

+

{
8

5
cos3 ϕ(sin2 ϕ+

2

3
)− π

4

}
Ωa

](
1

ps − pt

)(
1

1 + 1.61qv

)
(3)

where ηv = (η− η0)π
2
, a = 6.371229× 106 m is the mean radius of the Earth, Ω = 7.29212×68

10−5 s−1 is the earth’s angular velocity and the other variables have their usual meaning. In69

our study p is defined to include moisture (in contrast to the dry atmosphere used in JW06),70

although dry pressure, pd, is used for the definition of η = (pd − pt)/(p0 − pt) (whereas71

η = p/p0 in JW06). This vertical coordinate definition is equivalent to the more general72

hybrid coordinate from in (A1) since p0 = ps for this test case. The relationship between73

dry and moist pressure is74

∂p

∂η
= (1 + qv)

∂pd
∂η

, (4)

and the specific volume for dry air, αd, is calculated from ideal gas law as75

αd =
Rd

p0

θ(1 + 1.61qv)

(
p

p0

)−cv/cp
. (5)

The moisture is specified in terms of the relative humidity,76

RH =

 0 for p < 500hPa,

min
[
0.4,

(
1− p0−p

500hPa

)1.25
]

for p ≥ 500hPa.
(6)

and geopotential height is calculated from the hydrostatic equation (A10) as77

∂φ

∂η
= −αd

∂pd
∂η

. (7)
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The equations (1)-(7) are solved iteratively to satisfy the hydrostatic condition in each col-78

umn.79

In order to calculate the geostrophically balanced condition including moisture, we iter-80

atively solve the nonlinear equation for zonal wind ue using the analytic form of geostrophic81

wind on the Voronoi mesh:82

−2fun+1
e sinψ =

(une )2

a
tanϕ sinψ − PGFSCV Ts, (8)

where n is the iteration number, f = 2Ω sinϕ is Coriolis force, ψ is the angle between the83

edge and north pole, PGFSCV Ts is the pressure gradient formulation in (A16) and ue is the84

zonal velocity (ue = u cosψ+uT sinψ, where u is the normal and uT is the tangential vector85

at the edge). Equation (8) is solved using the converged solution of (1)-(7) to compute86

the PGF term. We begin the iterations using the JW06 zonal wind (their Eq. (2)) and87

convergence is reached when |un+1
e − une | < 10−5. Figure 1 shows the atmospheric structure88

for the hydrostatic initialization for the dry (Fig. 1(a)) and moist (Fig. 1(b)) cases. Although89

the maximum zonal winds in these two cases differ slightly, the overall structures are quite90

similar.91

b. MPAS-ANH; Nonhydrostatic hybrid height coordinate92

The height-based vertical coordinate of the MPAS-ANH follows Klemp (2011) and has93

the form94

z = ζ + A(ζ)zs(~xH , ζ). (9)

ζ represents the nominal heights (without terrain) of the coordinate surfaces, A(ζ) defines the95

relative weighting between the terrain-following coordinate and the pure height coordinate96

with 0 ≤ A ≤ 1−ζ/zT , and the array zs is a progressively smoothed representation of terrain97

with requirement that zs(~xH , 0) is the actual terrain (~xH denoting the horizontal coordinate).98

For the testing described here, the basic terrain following form is used, in which A = 1−ζ/zT99

and zs(~xH , ζ) = zs(~xH , 0).100
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In initializing the nonhydrostatic model, we define reference and perturbation values for101

the thermodynamic variables. As in the hydrostatic case, an iterative procedure is employed102

to obtain the perturbation values. The dry reference state value is defined based on an103

isothermal atmosphere:104

p = p0e
−gz/RdT0 , (10)

π =

(
p

p0

)Rd/cp

, (11)

ρ =
p

RdT0

, (12)

θ = To/π, (13)

and105

Θ = ρθ (14)

where T0 = 250K, other variables have their usual meaning and the overline refers to the106

reference state which is function of z only. For the temperature profile, we first obtain107

the temperature deviation, T̃ , from the global horizontal-average temperature, < T >, and108

thus derive the total temperature with a formulation similar to (1) - (3). The temperature109

deviation from the globally averaged temperature is defined including moisture:110

T̃ = − p

Rd

1

(1 + 0.61qv)

(
∂η

∂p

)
∂φ

∂η
, (15)

where T̃ = T− < T >. Water vapor, qv, is calculated from the relative humidity (6). We111

define a temperature Tm as112

Tm = (< T > +T̃ )(1 + 1.61qv). (16)

The density perturbation, ρ′, is derived using the actual temperature perturbation value,113

Tm − T0, as114

ρ′ =

[
p′

Rd

− ρ(Tm − T0)

]
/Tm (17)

and perturbation pressure p′ is recovered from the hydrostatic equation115

∂p′

∂z
= −g(ρ′ + ρqv). (18)
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Equations (15) - (18) are iterated to produce the hydrostatically balanced thermodynamic116

variables. As in the hydrostatic model initialization, we recompute the geostrophic wind us-117

ing (8). Fig. 2 shows the initial profile from MPAS-ANH. The result using (8) is comparable118

with the different approach in SK12 which used the 2-D zonally uniform mesh to interpolate119

it to the 3-D mesh (see Figure 6 in SK12). Both the dry (Fig. 2(a)) and moist (Fig. 2(b))120

states are very similar to those from the hydrostatic model (Fig. 1). As JW06 suggested, a121

simulation without any perturbation is a stringent test to investigate the ability of model to122

maintain an initially balanced jet. Test results from this initialization for MPAS-ANH are123

shown in SK12 (see their Figure 9) for the dry case.124

3. Results125

a. Quasi-uniform mesh126

The test case is an extension of the well-known JW06 case that employs an isolated127

perturbation producing short baroclinic wave train (simulated with MPAS-ANH in SK12).128

In this paper, we focus on the life cycle of the most unstable normal mode. Similar simula-129

tions have been performed in many other studies, for example Simmons and Hoskins (1978,130

hereafter SH78) on the sphere, and Snyder et al. (1991), Rotunno et al. (1994), Whitaker131

and Davis (1994, hereafter WD94), Zhang (2004), Plougonven and Snyder (2007) and Waite132

and Snyder (2009) in a periodic channel.133

To isolate each normal mode, we introduce a u field perturbation for the appropriate134

zonal wave number onto the balanced JW06 jet initialization described in the Section 2.135

The normal modes for MPAS-AH and MPAS-ANH are calculated iteratively by repeatedly136

integrating forward three days and then renormalizing the perturbations to a reference am-137

plitude, in this case the maximum in the lowest level meridional wind (we use the reference138

amplitude vmax = 1.20 m/s in all our tests). Through this process, we find that wave number139

9 is the most unstable mode for the two models, and thus we will use this mode in our test140
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case simulations. This most unstable normal mode does not appear to be biased by grid im-141

printing since as discussed in SK12 and Lauritzen et al. (2010), on global icosahedral meshes142

tend to excite disturbances at wave number 5 or 10. Wave number 9 is further confirmed by143

equivalent simulations with the WRF-ARW, which employs a lat-lon horizontal grid.144

The model configurations for the simulated cases are summarized in Table 1. The control145

mesh has 40962 cells having mean cell center spacing of about 120 km. MPAS uses the same146

Runge-Kutta time integration scheme (Wicker and Skamarock (2002)) as used in ARW,147

and it uses the 3rd-order transport scheme and monotonic limiter described in Skamarock148

and Gassmann (2011, hereafter SG11). We use the kinetic energy formulation from SK12149

equation (14) with the coefficient α = 3/8. Second order horizontal diffusion is used with150

coefficients K2 = 105 and 104 m2s−1 for the linear and nonlinear simulations, respectively, for151

reasons that will be discussed later in this section. We have performed tests using a 4th-order152

hyper-diffusion and we have not found any significant differences in the results compared to153

experiments using second-order diffusion. In addition, the non-hydrostatic model uses 3D154

divergence damping with the coefficient of βd = 0.1 and a vertically implicit off-centering155

parameter (βs = 0.1) [See Klemp et al. (2007)]. In this paper, all parameterized physics156

are excluded except for the Kessler microphysics scheme (Kessler, 1969) as implemented by157

Klemp and Wilhelmson (1978).158

1) Linear mode159

In this section, the converged normal mode solutions for wave number 9 are analyzed.160

The surface pressure perturbations are shown in Fig. 3 for the dry and moist experiments.161

Since the simulations are zonally periodic, only a portion of the wave train is plotted. The162

size, shape, and intensity of the gradients between the cyclone and anti-cyclone are quite163

similar in both the hydrostatic and nonhydrostatic models. SH78 and Balasubramanian164

and Garner (1997, hereafter BG97) showed that the tilt of normal mode depends on the jet165

structure (background shear) and wavelength. The contours in Fig. 3 are similar with a166
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biased NE-SW (anticyclonic) tilt in the southern part of wave that is caused by horizontal167

eddy momentum fluxes (BG97). Because of strong poleward eddy momentum fluxes at the168

surface (not shown), the location of pressure (Fig. 3) perturbations are also displaced a few169

degrees poleward of the maximum jet region. Like the surface pressure perturbation, all170

other variables such as velocity and geopotential height compare similarly in the MPAS-AH171

and MPAS-ANH simulations (not shown).172

In the literature, regardless of grid type
[

Cartesian grid (Joly and Thorpe, 1989 and173

WD94) and spherical mesh (Govindasamy and Garner (1997), hereafter GG97)
]
, the growth174

rates of the most unstable modes in moist simulations are larger than in the dry case. Figure175

4 shows the time series of the maximum meridional velocity at the lowest level during the176

6-day integration beginning from the normal mode solutions. In this study, as shown in177

Fig. 4, we obtain similar growth rates between dry and moist cases because we use smaller178

amounts of moisture to avoid convective instability, and thus there is no condensation during179

linear growth rate to the converged normal-mode solution.180

2) Nonlinear mode evolution181

Midlatitude baroclinic waves develop as the perturbations grow from the linear normal182

mode structure. These experiments are initiated with the same normal mode amplitude and183

have nearly identical structures. The moist effects are small at early times (condensation184

doesn’t occur until day 3.5). Due to the nonlinear condensational heating after day 4, the185

increase of maximum velocity in the moist cyclone is slightly faster than in the dry case.186

After day 5.5, the baroclinic waves reach their breaking stage and the meridional wind speeds187

begin to decrease. The dry MPAS-AH case shows a little bit slower onset of the cyclonic188

breaking stage compared to the other simulations in Fig. 4.189

A comparison of the hydrostatic and nonhydrostatic solutions for the dry case from day190

3 to day 5 is shown in Fig. 5, and the minimum and maximum surface pressures during191

the integration are summarized in Table. 2. At day 3, both MPAS-AH and MPAS-ANH192
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have similar intensities and asymmetric patterns for the low and high pressure areas. The193

increasing asymmetries in the cyclonic surface pressures are clearly evident; by day 4 the194

magnitude of the lowest pressure perturbations are twice as large as the highest pressures and195

continuously amplifying in both simulations. The poleward (equatorward) displacements of196

the cyclones (anticyclones) can be seen in both the hydrostatic and nonhydrostatic cases on197

day 4 and 5. In order to further verify the correctness of the solver formulations and coding,198

we carried out the same simulations using global ARW with the same distribution of vertical199

levels as JW06 and MPAS-AH. The results are plotted in Fig. 6 and they show that there200

are no visible differences between hydrostatic and nonhydrostatic ARW simulations. We can201

also see that both the hydrostatic and nonhydrostatic ARW results are very similar to the202

MPAS-AH shown in Fig. 5. As seen from the MPAS-ANH result with K2 = 104 in Table203

2 and the results with hyper diffusion and two-dimensional deformation-dependent mixing204

coefficients in the ARW and MPAS-ANH in Table 3, the intensity of the waves with different205

diffusion schemes are very comparable. Thus, unlike the initial perturbation test such as206

Polvani et al. (2004), there is no significant sensitivity to different diffusion schemes. Both207

MPAS and ARW display the biased NE-SW tilted pattern as shown in the linear mode. The208

anticyclone is much more tilted than the cyclone, thus the synoptic wave exhibits an almost209

northerly flow in the cold air west of surface low and southwesterly flow in the warm air210

east of low. GG97 stressed that, if the initial jet structure is comparatively wide, all normal211

modes will have biased NE-SW tilted patterns regardless of wave number. The shape of the212

jet structure in our case has weak horizontal shear and a much wider shape compared to213

GG97 [see Figure 1(a) in GG97], however the dynamics of the jet evolution are consistent214

with SH78 and GG97. The moist case results for MPAS, shown in Fig. 7, also possess quite215

similar horizontal structure and intensity for the surface pressure and temperature, and also216

have the well-known synoptic baroclinic wave structure with the warm core “seclusion” and217

bent-back warm front as depicted in Fig. 5.218
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b. Moist test case with variable-resolution mesh219

Using the unstructured horizontal mesh based on SCVTs, we have performed simulations220

of the moist test case with variable resolution. Only MPAS-ANH results will be shown here,221

but MPAS-AH also produces very similar results.222

As Ringler et al. (2008) has shown, SCVTs allow for flexible, smoothly changing mesh size223

while maintaining the conformal property. Detailed reviews of SCVT generation techniques224

are given by Ju et al. (2010) and Ringer et al. (2008). The variable-resolution mesh we225

use has 40962 cells, with cell-center spacings 4cell ∼ 53 km for the finest mesh region and226

4cell ∼ 210 km for the coarsest mesh region. Regarding solver efficiency for this variable227

mesh, we are using a single fixed time step for the global domain, which is constrained by228

the finest mesh spacing. Although the computational efficiency could be improved by using229

different time steps for coarse and fine portions of the domain, since most of the cells may230

be located in the fine-mesh region, the efficiency gains from using different time steps in231

different regions of the mesh may be small.232

A coarser version of the variable-resolution mesh (5762 cells) is shown in Fig. 8(a) to show233

the global structure. The uniform fine mesh area is centered at (0◦E, 50◦N), which is our234

target area, and through the transitional zone the mesh relaxes smoothly to a uniform coarser235

mesh outside the target area. A more detailed view of the mesh structures in the transitional236

zone is shown in Fig. 8(b). We will refer each box shown in Fig. 8(b) as LEFT (90◦W237

∼ 30◦W), CENTER (30◦W ∼ 30◦E) and RIGHT (30◦E ∼ 90◦E) with the same latitude238

(20◦N ∼ 80◦N). The development (day 4) and occlusion (day 5) of the baroclinic wave on the239

variable-resolution mesh are shown in Fig. 9. This simulation is carried out using a constant240

diffusion coefficient as indicated in Table 1, and the waves have the same structure and the241

same large scale features as obtained with the quasi uniform mesh in Fig. 7 at day 4 and at242

day 5 : On day 4, condensation begins east of the low, and an asymmetric pattern develops243

between the east and west sides of the cyclone with large gradients in surface pressure in the244

cyclonic area and a NE-SW tilt of the anticyclone. Minimum/maximum surface pressures245
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for LEFT, CENTER and RIGHT regions are summarized in Table 4, and are quite similar to246

the quasi-uniform mesh results in Table 2. As the baroclinic waves passes through the high-247

resolution area, there are no noticeable wave distortions or reflections. Fig. 10 shows the248

vertically integrated rain water at day 5.5. There are noticeable differences in rain intensity249

between the regions of differing resolution. Compared to the quasi-uniform mesh results250

depicted in Fig 10(a) and the coarse-resolution region in the variable-resolution mesh in Fig.251

10(b), the rain pattern from the high-resolution region shows a stronger intensity because the252

condensation and vertical cloud water flux, driven by fine-scale flow convergence, is stronger253

in the high-resolution region.254

4. Summary255

To evaluate the initial performance and robustness of the new global dynamical cores256

MPAS-AH and MPAS-ANH, we have produced simulations using modification of the JW06257

baroclinically unstable jet initialized with a single (most unstable) normal mode with and258

without moisture. We use these simulations to examine the structures of the most unstable259

normal mode and its nonlinear evolution, and document that the MPAS and global ARW260

models produce equivalent results. The simulations are carried out for dry and moist cases261

with quasi-uniform and variable-resolution meshes.262

Since the flow is baroclinically unstable, any imbalance will grow and produce ampli-263

fying waves. We find the most unstable mode is wave number 9 in both MPAS-AH and264

MPAS-ANH solutions. Importantly, we do not see grid imprinting from the wave numbers265

5 and 10 that could arise on the icosahedral mesh configuration. From simulations with266

different diffusion schemes in MPAS and the global ARW, we find that there is no significant267

dependency on the diffusion scheme in this test case.268

For both the hydrostatic and nonhydrostatic simulations initialized with the normal269

mode, full lifecycles of baroclinic waves evolve from the growing to decaying phases of their270
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nonlinear evolution. The structures and intensities in the dry and moist cases are similar271

because we use only a small amount of moisture in the initial state. Only a small amount272

of water vapor is used in this test because it produces condensation without convective273

instability and thus requires only a simple microphysics scheme in the model. The diabatic274

heating provides significant small-scale forcing that can stress the models, and we find that275

both hydrostatic and nonhydrostatic models are robust even with this diabatic heating. As276

expected, since the mesh size is still too large to simulate nonhydrostatic effects, there is277

little difference between the hydrostatic and nonhydrostatic results.278

One of the main potential benefits of MPAS is the flexibility in specifying variable resolu-279

tion, allowed by the horizontal spherical centroidal voronoi meshes. For this test case, MPAS280

produces consistent and similar results in all regions of the variable-resolution mesh, i.e. in281

the fine-mesh region, in the transitional region and in the coarse-mesh region. There are282

no noticeable reflections or distortions in the mesh-transition regions, and each of the nine283

waves have similar structures. Small-scale structures are better simulated in the fine-mesh284

region and we still observe the basic structures of the mid-latitude baroclinic wave in the285

coarse-mesh region. These positive results provide evidence for the applicability of MPAS in286

global forecasting or climate applications with variable-resolution meshes. The results also287

illustrate the value of using a normal mode initialization because the zonal symmetry allows288

us to easily observe possible grid-imprinting and coding errors, and the influence of variable289

resolution. This zonal symmetry case should also be helpful in identifying scale-aware physics290

issues, which are significant both for uniform-resolution simulations with different grid spac-291

ings and for variable-resolution simulations. The role of model filters on variable-resolution292

meshes also needs to be further investigated. In this paper we used a constant filter coef-293

ficient regardless of mesh size, but further research should be directed toward determining294

how filtering should be designed for variable-resolution meshes.295
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APPENDIX296

297

Moist hydrostatic equations for MPAS-AH298

For the vertical coordinate, we employ a hybrid sigma-pressure coordinate similar to the299

NCAR Community Atmospheric Model (CAM):300

pd = B(η)(ps − pt) + [η −B(η)](p0 − pt) + pt, (A1)

where pd is the hydrostatic pressure of dry air, p0 is a reference sea-level pressure and ps,301

pt are the hydrostatic surface pressure and the top level pressure for dry air, respectively.302

(This coordinate representation differs from CAM in that it is based on dry pressure instead303

of full pressure and is normalized using pt such that η = 0 at pd = pt.) Here, B(η) defines304

the relative weighting of the terrain following coordinate versus the normalized pressure305

coordinate, such that 0 ≤ B(η) ≤ η, with the limits:306

η =
pd − pt
ps − pt

forB(η) = η, (A2)

η =
pd − pt
p0 − pt

forB(η) = 0. (A3)

To provide mass and scalar conservation we define the flux variables307

(VH ,Ω,Θ, Qj) = µd · (vH , η̇, θ, qj), (A4)

where qj represents the mixing ratio of the respective water species and308

µd(x, y, z, t) =
∂pd
∂η

=
∂B(η)

∂η
(ps − pt) +

(
1− ∂B(η)

∂η

)
(p0 − pt). (A5)
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Note this is generalized from ARW where µd(x, y, t) = ps − pt. The inviscid prognostic309

hydrostatic equations are then expressed as :310

∂VH

∂t
+ µd(αm∇ηp+∇ηφ) = −(∇ ·VvH)η − fk×VH = FVH (A6)

∂µd
∂t

+ (∇ ·V)η = 0 (A7)

∂Θ

∂t
= −(∇ ·Vθ)η + FΘ = RΘ (A8)

∂Qj

∂t
= −(∇ ·Vqj)η + FQj

(A9)

together with diagnostic relations for dry hydrostatic equation311

∂φ

∂η
= −αdµd, (A10)

the moist hydrostatic equation312

∂p

∂η
= µd(1 + qv + qc · · · ), (A11)

and the gas law313

p = p0

(
Rdθm
p0αd

)cp/cv
. (A12)

Here V = (VH ,Ω), θm = θ[1 + (Rv/Rd)qv], αm is the specific volume of moist air, f is314

Coriolis force and φ is geopotential height. Integrating (A7) vertically from the surface to315

the material surface at the top of the domain yields316 ∫ 0

1

∂µd
∂t

dη =
∂

∂t

∫ 0

1

(
∂pd
∂η

)
dη = −∂ps

∂t
=

∫ 1

0

∇ ·VH dη, (A13)

which allows ps to be stepped forward in time. µd can then be computed directly from the317

specification of the vertical coordinate in (A5), and Ω is obtained from the stepwise vertical318

integration of (A7):319

Ω = −
∫ η

1

∂

∂t

(
∂pd
∂η

)
+∇ ·VH dη = −

∫ η

1

(
Bη
∂ps
∂t

+∇ ·VH

)
dη. (A14)

In order to achieve desired conservation properties on an unstructured C-grid, we write the320

horizontal momentum equations in vector invariant form similar to SK12:321

∂VH

∂t
+µd(αm∇ηp+∇ηφ) = −(ζ+f)k×VH−vH∇η ·V−µd∇ηK−

∂

∂η
(ΩvH) = FVH (A15)
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where ζ is the relative vertical vorticity and K = |vH |2/2 is the horizontal kinetic energy.322

The hydrostatic equation set (A6)-(A9) is integrated forward in time using a time-323

splitting approach that explicitly integrates terms responsible for the fast modes (Lamb324

wave, gravity waves) on a smaller time step (4τ) while updating the slow-mode terms (ad-325

vection, physics, Coriolis and diffusion) over a large time interval (4t). The large time step326

is integrated using third-order Runge-Kutta scheme [Wicker and Skamarock (2002)] and a327

forward-backward method is used for small time step as in WRF [Skamarock et al. (2008)]328

and MPAS-ANH [Skamarock et al. (2012)]. Thus, the equations are stepped forward using329

forward-backward differencing in the following order on the small time steps while holding330

the slow-mode terms and coefficients fixed during each Runge-Kutta’s substep (t∗) :331

Vτ+4τ
H = Vτ

H −4τµτd(ατm∇ηp
τ +∇ηφ

τ ) +4τF t∗

VH
(A16)

pτ+4τ
s = pτs +4τ

∫ 0

1

∇ ·Vτ+4τ
H dη (A17)

µτ+4τ
d = Bη(p

τ+4τ
s − pt) + (1−Bη)(p0 − pt) (A18)

Ωτ+4τ = −
∫ η

1

(
Bη
∂ps
∂τ

+∇ ·Vτ+4τ
H

)
dη (A19)

Θτ+4τ = Θτ −4τ [∇ · (Vτ+4τ −Vt)θt]η +4τRt∗

Θ (A20)

∂p

∂η

τ+4τ
= µτ+4τ

d (1 + qv + qc + · · · )t∗ (A21)

ατ+4τ
d =

Rd

p0

(
1 +

Rd

Rv

qtv

)(
pτ+4τ

p0

)−cp/cv
θτ+4τ (A22)

∂φ

∂η

τ+4τ
= −ατ+4τ

d µτ+4τ
d (A23)

Here, the hydrostatic equation (A21) is integrated downward from the top of the domain332

where p = pt, and the dry hydrostatic equation (A23) is integrated upward from the surface333

where φ = gzs(x, y) with surface height zs. Notice that in (A20), the flux divergence term334

for the small time steps is expressed as the difference from its value at time t. This allows335

the full flux divergence in Rt
Θ to be evaluated with higher order numerics without impacting336

the small time step computations (see Klemp et al. (2007)).337
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Table 1. Configuration for the normal mode simulations.

quasi-uniform mesh variable-resolution mesh
total number of cell 40962 40962

4cell 4avg.
cell ∼ 120 km 4min.

cell ∼ 53 km, 4max.
cell ∼ 210 km

time integration 3rd Runge-Kutta 3rd Runge-Kutta
4t 900 s 450 s

vertical level 26 26
transport scheme 3rd-order (SG11) 3rd-order (SG11)

microphysics Kessler (1969) scheme Kessler (1969) scheme

diffusion coefficient (K2)
105 (linear) 105 (linear)

104 (nonlinear) 104 (nonlinear)
kinetic energy mixing (α) 0.375 0.375
divergence damping (βd) 0.1 0.1

vertically implicit off-centering (βs) 0.1 0.1
(only for MPAS-ANH)

external-mode filtering (βe) 0.01 none
(only for MPAS-AH)
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Table 2. Minimum and maximum surface pressure (hPa) for the quasi-uniform mesh-
simulation during the nonlinear evolution, using 2nd-order diffusion (K2 = 104).

DRY MOIST
Day MPAS-AH MPAS-ANH MPAS-AH MPAS-ANH

3 991.6/1006.5 991.6/1006.9 990.8/1006.9 990.8/1006.3
3.5 987.3/1008.6 986.1/1008.3 985.7/1009.2 984.8/1009.0
4 979.2/1011.1 977.7/1012.5 977.7/1011.9 975.6/1013.0

4.5 971.1/1014.0 967.1/1014.1 966.7/1014.9 964.1/1015.3
5 959.5/1016.8 958.7/1017.2 955.9/1017.9 955.3/1018.6

5.5 955.4/1019.8 955.5/1022.4 951.7/1020.8 953.1/1021.8
6 953.7/1022.6 954.6/1023.4 951.1/1023.5 952.6/1024.8
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Table 3. Same as Table 3 except for different diffusion schemes and using global ARW.

DRY
Day MPAS-ANH MPAS-ANH WRF WRF

(K4 = 1012) (2D. Smagorinsky) (K2 = 104) (2D. Smagorinsky)
3 989.9/1007.0 990.1/1006.9 991.0/1006.6 990.8/1006.6

3.5 984.0/1009.5 984.3/1009.4 986.1/1008.9 985.8/1008.9
4 974.9/1012.4 975.9/1012.2 978.3/1011.5 978.0/1011.6

4.5 971.1/1015.4 965.7/1015.2 968.6/1014.4 968.3/1014.4
5 956.0/1018.6 958.1/1018.3 959.7/1017.3 960.0/1017.3

5.5 953.5/1021.9 955.1/1021.3 955.4/1020.2 956.1/1020.2
6 952.6/1025.0 954.1/1024.0 953.8/1023.2 954.8/1023.0
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Table 4. Minimum and maximum surface pressure (hPa) for the variable-resolution mesh-
simulation during the nonlinear evolution.

Day LEFT CENTER RIGHT
3 990.6/1006.9 990.7/1006.9 990.6/1006.9

3.5 985.0/1009.5 985.1/1009.5 985.1/1009.4
4 976.1/1012.5 975.7/1012.5 975.8/1012.3

4.5 964.0/1015.8 962.8/1015.7 963.7/1015.5
5 954.4/1019.2 954.5/1019.2 955.3/1018.9

5.5 951.6/1022.4 951.5/1022.3 952.6/1022.3
6 951.2/1026.1 948.3/1025.2 951.1/1025.6
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Fig. 1. The dry (top, umax = 35 m/s) and moist (bottom, umax = 35.98 m/s and qv max =
15.21 g/kg) jets from the MPAS hydrostatic initialization. Plotted are the zonal winds (solid
thick line), θ (solid thin line) and water vapor mixing ratio (qv, color shading). Contour line
interval is 5 m/s, 10K for zonal wind and θ, respectively.
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Fig. 2. The dry (top) and moist (bottom) jets from the nonhydrostatic MPAS initialization.
Plotted as in Figure 1 with umax is 35.3 m/s in the dry and umax = 35.7 m/s and qv max =
15.07 g/kg in the moist case.
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wave 9

wave 9

Fig. 3. A part of wave number 9’s linearly converged solution for perturbation of surface
pressure for MPAS-AH (gray dotted line) and MPAS-ANH (black solid line). The character
“L” and “H” denote the surface cyclone and anti-cyclone, respectively. The contour interval
is 2 hPa.
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Fig. 4. Maximum meridional wind at the lowest model level during the nonlinear evolution.
Nonhydrostatic and hydrostatic results are shown using black and gray line, respectively
(dashed lines are used for the dry cases and solid lines for the moist cases).
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Fig. 5. MPAS-AH (upper) and MPAS-ANH (lower panel) solutions for dry test case. Con-
tours are plotted for θ at the lowest level (thick solid, contour interval is 10 K) and surface
pressure (thin solid, contour interval is 4 hPa). Minimum and maximum surface pressures
are shown in Table 3.
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Fig. 6. Hydrostatic WRF (upper) and nonhydrostatic WRF (lower) solutions for the dry
test case. Plotted as in Figure 6.
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Fig. 7. Moist test case results, plotted as in Figure 6 with the addition of vertically integrated
cloud water (qc, color shading).
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Fig. 8. (a) Mesh structure for variable-resolution grid and analysis subdomain for 5762
cell (coarser than experimental grid for display purposes). LEFT area has its domain on
20◦N ∼ 80◦N, 90◦W ∼ 30◦W, CENTER area on 20◦N ∼ 80◦N, 30◦W ∼ 30◦E and RIGHT
area on 20◦N ∼ 80◦N, 30◦E ∼ 90◦E. (b) Each domain’s detailed mesh structure from (a).
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Fig. 9. Plotted variable resolution’s results in MPAS-ANH as in Figure 8 (upper and lower
panels are day 4 and day 5 results, respectivel). From left to right panel, results are shown
based on location which is indicated in Fig. 9. Maximum and minimum surface pressures
for each area are shown in Table 5.
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Fig. 10. (a) Vertically integrated cloud rain (qr) from quasi-uniform and (b) variable reso-
lution in MPAS-ANH.
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