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Abstract20

Simulation of turbulence in the atmospheric boundary layer is challenging due to the wide21

range of turbulent scales in the flow. To leverage the currently available computational22

power for high-resolution simulation of atmospheric turbulence, fluid solvers that scale23

well on large compute clusters are required. We present a new large eddy simulation (LES)24

framework based on the open-source solver Nek5000, which uses the highly paralleliz-25

able spectral element method for spatial discretization. We document the Nek5000 frame-26

work for LES of thermally stratified atmospheric boundary layers and present results from27

the solver for neutral, convective, and stably stratified boundary layers. To verify that28

the solver is capable of accurately representing important features of the atmospheric29

boundary layer, we compare our results to an established LES solver and find very good30

agreement in statistics as well as coherent structures. We also compare results with two31

different subgrid-scale models and conclude that one based on the subgrid-scale turbu-32

lent kinetic energy performs better together with the spectral element method.33

Plain Language Summary34

The atmospheric boundary layer is the part of the atmosphere closest to Earth’s35

surface. The air flow in this layer is always turbulent and responds quickly to changes36

at the surface. Depending on the difference in temperature between the atmosphere and37

the surface, boundary layer turbulence has different characteristics. Because of this, and38

because there are both very large and very small turbulent eddies in the flow, simulat-39

ing the turbulence is challenging. To accurately capture both the small and large eddies,40

the simulation must contain a large enough region of the lower atmosphere at a high res-41

olution. We are developing a new framework for simulating air flow in the atmospheric42

boundary layer using a method called the spectral element method. This method is ca-43

pable of utilising the currently available computational resources efficiently, enabling sim-44

ulations at very high resolution. The framework is based on a code called Nek5000. In45

this paper we test our framework in four different cases. To verify that it is capable of46

capturing key aspects of different kinds of atmospheric boundary layers we compare our47

results to simulations with an established code. Our findings show good agreement in48

various statistical measures and snapshots of the turbulence.49
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1 Introduction50

Numerical simulation of turbulence in the atmospheric boundary layer (ABL) is51

challenging due to the large range of scales present in the flow. Direct numerical sim-52

ulation (DNS) of a turbulent flow, where all turbulent scales are explicitly resolved, re-53

quires a grid spacing on the order of the Kolmogorov scale. For typical atmospheric con-54

ditions, this means a grid spacing on the order of millimeters (e.g., Van Hooft et al., 2019),55

but since simulations of the ABL requires a domain size on the order of kilometers, this56

will not be feasible in the foreseeable future (e.g., Bou-Zeid, 2015). One solution is to57

resolve only the larger turbulent scales in the flow while relying on a subgrid-scale (SGS)58

model to represent the effects of the smallest scales on the flow. This approach is known59

as large eddy simulation (LES) and was first suggested by Smagorinsky (1963) and Lilly60

(1967), and since then a range of approaches to modeling the small scales has been sug-61

gested (Stoll et al., 2020).62

Typically, LES of atmospheric flows is done on quasi-stationary cases of either con-63

vective or stably stratified boundary layers. There are a number of aspects that distin-64

guish the ABL from other types of turbulent boundary layers, including the Coriolis ef-65

fect and the thermal stratification. The lower boundary is represented as a rough sur-66

face, and temperature effects need to be considered in the formulation of the subgrid-67

scale model and in the application of the surface boundary condition. The effect of ro-68

tation leads to a wind direction that changes continuously with time at a given height,69

introducing non-stationarity even to problems with stationary forcing. These factors make70

it challenging to simulate even seemingly simple cases. For the convective boundary layer,71

convergence with increasing resolution has been demonstrated (Sullivan & Patton, 2011),72

but for the stable layer mesh convergence has proven elusive (e.g., Sullivan et al., 2016).73

Additional factors, such as time-varying boundary conditions, heterogeneous orography74

and surface forcing, or the impact of radiation and larger-scale atmospheric flow on the75

boundary layer, add additional complexity to the situation (e.g., Stoll et al., 2020; Van Hooft76

et al., 2019; Sullivan & McWilliams, 2010; Stiperski & Calaf, 2023; Mironov & Sullivan,77

2024; Edwards et al., 2014; Mirocha & Kosović, 2010). Angevine et al. (2020) empha-78

size the importance of incorporating all relevant processes for realistic simulation of how79

the ABL changes throughout a diurnal cycle.80

While there are numerous suggestions on how existing SGS models can be adjusted81

to obtain satisfactory representation of the large scales of turbulence in the ABL at coarse82

resolution, such adjustments typically require prior knowledge of the case to be simu-83

lated. At finer resolution, the impact from the SGS model becomes smaller and thus any84

assumptions made about the flow matter less. Our goal is therefore to leverage the cur-85

rently available computational power as efficiently as possible to be able to simulate ABL86

flows at very fine resolutions, hopefully making it possible to eventually use a single SGS87

modeling framework to simulate the range of boundary layer types present in a diurnal88

cycle, minimizing the need for case-specific parameterization choices.89

To do this, we use the open-source spectral element solver Nek5000 (Fischer et al.,90

2008). Nek5000 is well established as a DNS solver for canonical turbulent flow cases (e.g.,91

El Khoury et al., 2013; Scheel et al., 2013) and here we document the additions we have92

made to the solver to use it for LES of atmospheric flows. The spectral element method93

(SEM; Patera, 1984) combines the accuracy of spectral methods with the flexibility of94

the finite element method (Fischer, 1997). The method is highly parallelizable, scales95

well on a large number of cores (e.g., Offermans et al., 2016), and allows for heteroge-96

neous orography and non-uniform meshes.97

Spectral element discretizations have been used for atmospheric modeling at dif-98

ferent scales, ranging from large eddy simulation with Nek5000 (Chatterjee & Peet, 2015,99

2017, focusing on wind energy applications and without considering thermal stratifica-100

tion) and with NekRS (e.g., Tombouldies et al., 2023; Tomboulides et al., 2024), to global101
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climate modeling in the Community Atmosphere Model (CAM, Dennis et al., 2012) and102

global weather forecasting in the newly developed Navy Environmental Prediction sys-103

Tem Utilizing a Nonhydrostatic Engine (NEPTUNE, Zaron et al., 2022; Müller et al.,104

2019), to name a few examples. A common motivation for using SEM is its scalability105

and performance on high performance computing clusters with a larger number of pro-106

cessors (e.g., Dennis et al., 2012; Zaron et al., 2022). Additionally, the flexibility of the107

grid allows for local mesh refinement (Offermans et al., 2020) and simulation of flow over108

orography. For Nek5000, our long-term goal is to develop an LES framework that can109

accurately simulate turbulence at high resolutions, and that can be used for a wide range110

of ABL cases including aerosol and cloud processes and heterogeneous orography. Nek5000111

runs only on CPUs, but a new version of the code with GPU support, Neko, is currently112

under development (Jansson et al., 2024).113

The aims of this paper are twofold. First, we document our LES solver Nek5000114

and how it is set up to simulate atmospheric boundary layer flows. We discuss our choices115

in how the solver framework is set up and present results from four canonical cases (neu-116

tral, free convection, shear-convection and stably stratified boundary layers) in compar-117

ison with equivalent simulations with an established pseudospectral LES solver from the118

National Center for Atmospheric Research (NCAR) as described by Moeng (1984), Sullivan119

et al. (1994), and Sullivan and Patton (2011).120

Second, we intend for the paper to serve as a ”recipe” for performing large eddy121

simulation of atmospheric boundary layers. We emphasize key aspects of different ABL122

types and discuss what is required for adequate simulation. Furthermore, simulation of123

turbulence is key to research in both atmospheric and engineering sciences, and research124

on models and algorithms can benefit both communities. There are, however, differences125

in conventions and terminology that may make interdisciplinary work and exchange of126

results difficult. In this paper we mainly use ABL conventions, but we attempt to pro-127

vide ”translations” where it may be helpful for readers with an engineering background.128

As such, we hope that this paper may be useful to early career researchers of any back-129

ground who are starting work on LES of the ABL.130

2 Large Eddy Simulation131

2.1 Governing Equations132

The governing equations for LES of the dry atmospheric boundary layer are the133

filtered incompressible Navier-Stokes equations (e.g., Sullivan & Patton, 2011):134

∂ũi

∂t
+ ũj

∂ũi

∂xj
= − 1

ρ0

∂p̃

∂xi
− ∂τij

∂xj
+ δi3g

θ̃ − θ0
θ0

+ fcεij3(ũj − Ugj), (1)

∂ũi

∂xi
= 0, (2)

∂θ̃

∂t
+ ũi

∂θ̃

∂xi
= −∂τθi

∂xi
, (3)

where t is time, xi is the spatial coordinate in the i direction, and ui is the velocity com-135

ponent in the i direction. Throughout the text we base our notation and terminology136

on the conventions of the atmospheric sciences. We let (x, y, z) = (x1, x2, x3) and (u, v, w) =137

(u1, u2, u3). Assuming that the x coordinate is aligned with the East-West direction, the138

streamwise velocity u will be referred to as the zonal velocity. Then, the y coordinate139

is aligned with the North-South direction and the spanwise velocity v is referred to as140

the meridional velocity. The surface-normal (or wall-normal) direction, z, is referred to141

as vertical, and thus w is the vertical velocity. Furthermore, p is a pressure variable that142

includes the non-deviatoric part of τij , θ is the potential temperature (which we will re-143

fer to simply as the temperature), θ0 is a constant reference potential temperature, g =144

9.81 m s−1 is the gravitational acceleration, ρ0 = 1 kg m−3 represents density, fc is the145
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Coriolis parameter, and Ugi is a geostrophic velocity, representing a pressure gradient,146

which is used to drive the flow. We use the alternating tensor εijk and the Kroenecker147

delta δij . The tilde denotes a spatially filtered quantity, and the total field of any vari-148

able ϕ is a sum of the filtered and subgrid-scale fields: ϕ = ϕ̃+ϕ′′. The deviatoric part149

of the subgrid-scale stress tensor τij = ũiuj−ũiũj and the subgrid-scale heat flux τθi =150

ũiθ−ũiθ̃ must be modeled. An overview of the models used for the present study is given151

in the following section, with details provided in the appendix. The Boussinesq approx-152

imation is used to incorporate buoyancy effects in the momentum equation (1). The molec-153

ular viscosity is assumed to be negligible due to the large Reynolds number of ABL flows.154

2.2 Subgrid-Scale Modeling155

The LES equation system requires specification of the subgrid stress τij and heat
flux τθi to close the system of equations. A common way of modeling the subgrid fluxes
is through a linear eddy viscosity model (e.g., Moeng & Sullivan, 2015):

τij = −2KmS̃ij , (4)

τθi = −Kh
∂θ̃

∂xi
, (5)

where Km is an eddy viscosity (sometimes referred to as νt), S̃ij = 1/2(∂ũi/∂xj+∂ũj/∂xi)
is the filtered rate of strain, and Kh (or νθ) is an eddy diffusivity. A simple version of
the eddy viscosity model is the Smagorinsky-Lilly model (Smagorinsky, 1963; Lilly, 1967);

Km = (CS∆)2|S̃|, (6)

where CS is the Smagorinsky constant, ∆ = (∆x∆y∆z)
1/3 is a length scale based on156

the grid spacing, and S̃ =
√

2S̃ijS̃ij . The eddy diffusivity is then related to the eddy157

viscosity through a subgrid-scale Prandtl number: Kh = Km/Prsgs. It should be noted158

that the filter scale does not necessarily need to be the same as the grid spacing, see for159

example the discussion of sub-filter scale modeling in (Stoll et al., 2020). In the present160

work, however, the filter scale is the same as the maximum grid spacing without any ex-161

plicit filtering (see section 4 for a description of the grid spacing in Nek5000).162

The Smagorinsky-Lilly model is commonly used to this day but has been found to163

be too dissipative (e.g., Pope, 2000). Numerous adjustments to the Smagorinsky-Lilly164

model have been suggested, ranging from selecting the model constant on a case-by-case165

basis (Deardorff, 1970, 1971, 1972; Matheou, 2016) to calculating it dynamically (Germano166

et al., 1991). A number of alternatives to the Smagorinsky-Lilly model have also been167

proposed, such as the Deardorff (1980) model based on the subgrid-scale turbulent ki-168

netic energy (TKE) used by Moeng (1984) and later modified by Sullivan et al. (1994)169

to improve near-surface results. Chatterjee and Peet (2017) have done work to optimize170

the Smagorinsky-Lilly model for use in simulations of wall-bounded flows using SEM.171

For a more complete overview of subgrid-scale models used in LES of the atmospheric172

boundary layer we refer to Stoll et al. (2020).173

As the NCAR LES, which we use as reference, uses the TKE-based model of Deardorff174

(1980) we implemented that model in Nek5000 for the present study to minimize the dif-175

ferences in the setup between the two codes. The Deardorff model, hereafter referred to176

as the TKE model, solves the prognostic equation for the subgrid-scale TKE and for-177

mulates an eddy viscosity based on that. This method takes the local temperature strat-178

ification into account, as a term for the local buoyancy production of TKE is present in179

the equation. Details of the implementation of the TKE model in Nek5000 are given in180

Appendix A. The NCAR LES also uses a two-part variant of the TKE model that gives181
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better agreement with Monin-Obukhov similarity theory (MOST) near the surface in hor-182

izontally homogeneous conditions (Sullivan et al., 1994). The two-part model is used for183

simulation of the neutral and stably stratified cases (see below; Berg et al., 2020; Sul-184

livan et al., 2016). We did not implement the two-part TKE model in Nek5000 as pre-185

liminary results with the Deardorff model showed satisfactory agreement with the re-186

sults from the NCAR model.187

We have also used the Vreman (2004) model, which is a straightforward, constant-188

coefficient model that has found widespread use in the engineering community. It is an189

algebraic model designed to maintain the simplicity of the Smagorinsky-Lilly model while190

being less dissipative in near-wall regions and transitional flows (Vreman, 2004). The Vre-191

man model does not include any information about the thermal stratification of the ABL,192

which means that in some cases it is not able to accurately capture the sharp temper-193

ature inversion that is capping the boundary layer (see Figure B1). To account for buoy-194

ancy effects, we have added a stability correction using the bulk Richardson number to195

the model (Moeng & Sullivan, 2015). Details on the implementation of the Vreman model196

in Nek5000 and the formulation of the stability corrected version are given in Appendix197

B, where we also show the effect of the correction. The term ”Vreman model” will be198

used to refer to the stability corrected Vreman model (Equation B3). Although the TKE199

model gives the best comparison to the NCAR solver, we present results from simula-200

tions with the Vreman model to show sensitivity to the choice of SGS model.201

It should be noted that regardless of what type of SGS model is used, a subgrid-202

scale Prandtl number will always appear. For the Vreman model we use a constant num-203

ber that differs depending on the case. With the TKE model the value of the subgrid-204

scale Prandtl number is calculated locally depending on the stratification (see equation205

A3). A discussion of the current understanding of the turbulent Prandtl number in ABL206

flows can be found in Li (2019) and we will not comment further on the topic, but we207

note that this is a modelling choice that needs to be made in addition to the formula-208

tion of the eddy viscosity and diffusivity.209

2.3 Monin-Obukhov Similarity Theory210

As is commonly done for ABL flows we use a uniform resolution throughout the211

domain, and since the resolution is not sufficient to resolve the near-surface flow, a wall212

model is needed (e.g., Pope, 2000). The Vreman and TKE models described above are213

used to parameterize the subgrid-scale fluxes in the bulk of the domain, but at the lower214

boundary the stress and heat flux are given by (MOST; Monin & Obukhov, 1954). MOST215

gives the following relationships between the gradients of the total horizontal velocity,216

V =
√
u2 + v2, and temperature and the respective surface fluxes (e.g., Dyer, 1974):217

∂V

∂z
=

u∗

κz
ϕm

( z

L

)
, (7)

∂θ

∂z
= − (w′θ′)s

u∗κz
ϕh

( z

L

)
, (8)

with the friction velocity u∗ =
√
τs/ρ0, where τs is the value of τij at the surface; and218

the Obukhov length L = −θ0u
3
∗/(κg(w

′θ′)s), where (w′θ′)s is the vertical heat flux at219

the surface. As is common for ABL simulations we let the von Kármán constant κ =220

0.40 (e.g., Foken, 2006).221

We use the Dyer (1974) formulations of the dimensionless shear and lapse rate, with222

ϕm(z) =
(
1− 16

z

L

)−1/4

, (9)

ϕh(z) =
(
1− 16

z

L

)−1/2

(10)
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for convective boundary layers and

ϕm(z) = ϕh(z) = 1 + 5
z

L
(11)

for stably stratified boundary layers. Further details on how equations (7) and (8) are223

applied can be found in section 2.1 of Maronga et al. (2020).224

Traditionally, the velocity and temperature used by the wall model are sampled in225

the first grid point above the surface. In the Nek5000 simulations we instead follow Maronga226

et al. (2020) and Kawai and Larsson (2012) and sample some distance zs above the sur-227

face, at a point that is far enough from the surface to be outside the roughness sublayer228

(estimated to extend up to 50z0 above the surface, where z0 is the roughness length for229

momentum) but still inside the surface layer (estimated to extend over the lowest 10%230

of the boundary layer depth, h). The value for zs is chosen as 40 m for the neutral case,231

25 m for the free convection case, 30 m for the shear-convective case, and 15 m for the232

stably stratified case.233

3 Numerical Methods234

3.1 Nek5000: Spectral Element Method235

Nek5000 discretizes equations (1)–(3) using the spectral element method (SEM)236

introduced by Patera (1984). The domain is divided into a set of non-overlapping hex-237

ahedral elements. The method then requires that equations (1)–(3) are cast into weak238

form and then discretized on each element using the Galerkin method. The velocity is239

discretized on n+1 points per element in each direction, in a basis of nth-order Lagrange240

polynomial interpolants on Gauss-Lobatto-Legendre (GLL) quadrature points. The three-241

dimensional basis can be built as a tensor product of one-dimensional polynomials, which242

is central for the computational efficiency.243

Two different algorithms for solving the governing equations, related to two dif-244

ferent methods for discretizing the pressure field and coupling it to the velocity field, are245

available in Nek5000: the Pn−Pn method that uses a n-th order polynomial for the pres-246

sure (Karniadakis et al., 1991) or the Pn−Pn−2 method that uses a polynomial order247

of n − 2 (Maday & Patera, 1989). Both methods use a n-th order polynomial for the248

velocity. For the simulations in this study the Pn−Pn method is used. The time inte-249

gration is done semi-implicitly with third-order backward differentiation (BDF3) for vis-250

cous terms, and a third-order extrapolation scheme (EXT3) for non-linear terms and source251

terms (Karniadakis et al., 1991). The time step length is chosen adaptively to satisfy a252

given Courant-Friedrichs-Lewis (CFL) condition based on the maximum velocity rela-253

tive to the spatial discretization. For the simulations in this study we use a target CFL254

number of 0.5. To avoid numerical instabilities, the 3/2 rule is used for dealiasing in the255

integration of the advective term (see Malm et al., 2013).256

Equations (1) and (3) are integrated in time using a preconditioned conjugate gra-257

dient solver, and for the Poisson equation resulting from equation (2) a generalized min-258

imal residual method solver is used. An additive overlapping Schwarz preconditioner is259

applied (Fischer, 1997), and the XXT direct solver is used as the coarse-grid solver (Tufo260

& Fischer, 2001).261

While the parallelizability of SEM means that it is possible to simulate large cases262

on big CPU clusters, parallelization on GPUs can allow for solution of even larger prob-263

lems. Nek5000 can only be run on CPUs, but there is currently ongoing development264

of a new version of the code with GPU support: Neko (Jansson et al., 2024). A similar265

effort to modernize and build upon the Nek5000 framework has been made in NekRS266

(Fischer et al., 2022); a discussion of the differences between NekRS and Neko can be267

found in Jansson et al. (2024).268
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All simulations in the present paper were carried out with Nek5000 but our inten-269

tion is to migrate our work on simulations of the ABL to Neko in the near future. Al-270

though the discussion in this paper refers to Nek5000, the purpose is to document the271

ability of SEM to simulate the ABL, and since both codes use the same discretization272

the conclusions should apply to both. Neko only has the Pn−Pn version of the pressure-273

velocity coupling implemented; hence, we use that method for the Nek5000 simulations274

in this study.275

3.2 NCAR LES: Pseudospectral Differencing276

The code used as reference in the present work is the well established NCAR LES277

code first developed by Moeng (1984) with numerous modifications to simulate a vari-278

ety of applications in the atmospheric and oceanic boundary layers over a wide range279

of stability (e.g., McWilliams & Restrepo, 1999; Sullivan et al., 2008; Sullivan & McWilliams,280

2010; Sullivan & Patton, 2011; Sullivan et al., 2016). In dry atmospheric applications,281

the “flat version” of the NCAR LES integrates Equations (1)–(3) in time. The advec-282

tive term in the momentum equation is written in rotational form (Moeng, 1984), while283

a flux conserving form is used for the advective term in the scalar (potential tempera-284

ture) equation. The vertical velocity equation is integrated for the deviation of w from285

its horizontal mean value at each height. The flow variables are explicitly filtered at each286

time step, or dealiased, using the 2/3 rule (Moeng & Wyngaard, 1988).287

The code utilizes well-established algorithms, to integrate Eqs. (1)-(3) forward in288

time. The horizontal differencing is pseudospectral and second-order finite differencing289

is used in the vertical direction. A compact fully-explicit third-order Runge-Kutta scheme290

(Spalart et al., 1991; Sullivan et al., 1996) is used for the time advancement where the291

time step is chosen to satisfy a CFL condition. This strategy allows for a wide variety292

of applications with different physical processes. The divergence free continuity equa-293

tion (2) is discretely enforced by solving an elliptic pressure Poisson equation at each stage294

of the Runge-Kutta time stepping scheme. The code parallelization is based on the 2D295

domain decomposition described in Sullivan and McWilliams (2010) that uses custom296

built matrix transposes to carry out Fast Fourier Transforms and the tridiagonal solu-297

tion of the pressure Poisson equation.298

4 Description of Test Cases299

Depending on the atmospheric conditions, the turbulence in the ABL has differ-300

ent characteristics that impose different requirements on the fluid solver to accurately301

simulate the flow. To verify that Nek5000 is able to capture the key aspects of the dif-302

ferent types of flow, we simulate four different canonical test cases: an inversion capped303

neutral boundary layer (purely shear-driven turbulence, neutral), an inversion capped304

free convection (purely convection-driven turbulence, free convection), an inversion capped305

boundary layer driven by both shear and convection (shear-convection), and a stably strat-306

ified boundary layer (stably stratified). The neutral, free convection, and shear-convection307

cases are loosely based on cases studied by Berg et al. (2020), Schmidt and Schumann308

(1989), and Sullivan and Patton (2011), respectively. The stably stratified case follows309

the setup in the first GEWEX (Global Energy and Water cycle EXperiment) Atmospheric310

Boundary Layer Study (GABLS1, Beare et al., 2006). The setup for each case is described311

in Table 1 and values of physical parameters are given in Table 2. For each case we choose312

a resolution at which to perform a comparison between Nek5000 and the NCAR LES313

code, and for the neutral and shear-convective cases we also run Nek5000 at multiple res-314

olutions to test the convergence of the statistics. Detailed investigation of the require-315

ments for mesh convergence in the different cases has been carried out previously (Sullivan316

& Patton, 2011; Sullivan et al., 2016; Berg et al., 2020). As our aim is to verify that our317

code displays the expected behavior under increasing resolution, we limit our convergence318
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Figure 1. Illustration of a mesh with 32 elements in each direction in a horizontal cross sec-

tion of a turbulent flow. In the inset box, thick white lines show element boundaries, while thin

white lines show the GLL mesh; in the larger panel only the element boundaries are shown.

study to two cases and moderate resolutions. We emphasize that all cases presented in319

this paper are comparatively small and could easily be run using many existing LES codes;320

it is with future studies involving larger cases in mind that we have chosen to use Nek5000321

and SEM as the foundation for our LES framework.322

All simulations with Nek5000 are run in a domain of size Lx×Ly×Lz with a res-323

olution of Ex×Ey ×Ez, where E denotes the number of elements in the spectral ele-324

ment discretization. SEM allows for two ways of refining the computational mesh: by325

increasing the number of elements and by increasing the polynomial order used for the326

solution. We use a polynomial order of 7 for all simulations, meaning that in each ele-327

ment there are 8 computational points. It should be noted that it is possible to use SEM328

with a lower-order polynomial, but for Nek5000 it is not recommended, as certain as-329

pects of the numerics, such as the approximation of the mass matrix, benefit from a higher330

order. Test simulations of the shear-convection case show that first-order statistics are331

largely the same using order 3 and 7 and an equivalent number of total grid points, but332

profiles of second-order statistics are less smooth with order 3 (not shown).333

The computational points within each element are not equidistantly spaced, as they334

are located according to GLL quadrature in each element, as illustrated in Figure 1 (the335

maximum GLL spacing for each simulation, ∆max
x,y in both horizontal directions and ∆max

z336

in the vertical, are given in Table 1). Therefore, in order to compare results to simula-337

tions with the NCAR LES of equivalent resolution, we assume that, for example, a Nek5000338

simulation with 32 elements in each direction (giving 8×32 = 256 computation points)339

corresponds to a 2563 grid mesh in the NCAR LES. For simplicity we will use the num-340

ber of computation points, N , to refer to the resolution of a simulation throughout this341

paper, but the number of elements in each direction can always be obtained as E = N/8.342

For all simulations we use the same number of grid points N (and thus the same num-343
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Table 1. Case setup for simulations; number of grid points N in each direction; domain size

(Lx × Ly × Lz); maximum GLL spacing in the horizontal, ∆max
x,y , and vertical,∆max

z ; and statistics

interval Tstat.

Case N Lx × Ly × Lz (km) ∆max
x,y (m) ∆max

z (m) Tstat (s)

Neutral 256 1.5× 1.5× 1.0 9.8 6.5 30000− 36630

Free convection 256 5.0× 5.0× 2.0 32.7 13.1 10000− 14000

Shear-convection 256 5.0× 5.0× 2.0 32.7 13.1 10000− 14000

Stably stratified 200 0.4× 0.4× 0.4 3.3 3.3 28800− 32400

ber of elements E) in each direction. Note, however, that since the solution is matched344

at the boundaries between adjacent elements the number of unique degrees of freedom345

is smaller than 8E. In Nek5000 it is easy to manipulate the mesh to include local refine-346

ment or grid stretching if desired, but for all simulations in the present study we use uni-347

form elements throughout the domain.348

For all simulations the boundary conditions are periodic on all lateral boundaries.349

At the top of the domain we specify fixed values for the velocity and temperature. The350

velocity is set to (Ug, 0, 0), where the subscript g denotes the geostrophic velocity. The351

boundary condition for the temperature is set to the value that the initial profile for each352

case, described below, reaches at the top of the domain. At the surface boundary we use353

the surface stress obtained from MOST, as described in section 2.3. In the neutral and354

free convection cases we use equation (7) with ϕm = 1 and in the shear-convective and355

stably stratified cases we use equations (9)-(10) and (11), respectively. For the neutral,356

free convection and shear-convection cases the surface heat flux is prescribed as a con-357

stant Q∗ = (w′θ′)s with the values in Table 2, while in the stably stratified case we in-358

stead specify a constant surface cooling rate Cr = 0.25 K h−1 and use equation (8) to359

compute the surface heat flux.360

The initial condition for the temperature is a horizontally homogeneous profile de-
fined by

θ(z) =


θ0 : 0 < z < z1

θ0 + α(z − z1) : z1 < z < z2

θ1 + γ(z − z2) : z > z2,

(12)

where z1, z2 and θ0 are chosen and θ1 is calculated as θ1 = θ0 + α(z2 − z1) (θ0 is the361

same as in equation (1)). All values are given in Table 2. An initial inversion zone is only362

used in the shear-convection case: for all other cases z2 = z1.363

All simulations are forced with a constant geostrophic wind Ugi = (Ug, 0, 0) where364

values for Ug for each case are given in Table 2. The roughness length for momentum365

and heat are set to z0 = zh = 0.1 m for all simulations. For the Coriolis parameter366

we use fc = 10−4 s−1 in all cases except the stable boundary layer, where we use fc =367

1.39× 10−4 s−1, in line with Beare et al. (2006).368

To initiate turbulence we add a perturbation to the initial velocity conditions in369

the lowest 50% of the initial boundary layer according to370

upert = ϵ(sin(ax) sin(by) + sin(cx) sin(dy)), (13)

vpert = ϵ(sin(ax) sin(by) + sin(cx) sin(dy)), (14)

wpert = −ϵ(a cos(ax) sin(by)− c cos(cx) sin(dy)), (15)

where a = 5π/Lx, b = 7π/Ly, c = 40π/Lx, d = 40π/Ly, and ϵ = 4 m s−1.371
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Table 2. Physical parameters for simulations: surface heat flux Q∗, geostrophic velocity Ug,

reference potential temperature θ0, and parameters z1, z2, α, and γ used in equation (12).

Case Q∗ (K m s−1) Ug (m s−1) θ0 (K) z1 (m) z2 (m) α (K m−1) γ (K m−1)

Neutral 0 10 265 100 z1 − 0.003

Free convection 0.06 0 300 600 z1 − 0.003

Shear-convection 0.05 10 300 500 550 0.08 0.003

Stably stratified − 8 265 100 z1 − 0.01

The subgrid-scale TKE also requires an initial condition. The simulation is not sen-
sitive to this condition since the TKE finds proper values as turbulence is spun up, but
we follow Beare et al. (2006) and specify the initial condition for the subgrid TKE field
as

e =

{
0.4 (1− z/ze)

3
: 0 < z < ze

0 : z > ze,
(16)

with ze = 250 m for the neutral and stably stratified cases and ze = 600 m for the372

shear-convection and free convection cases. The boundary conditions for the subgrid TKE373

are set to e = 0 m2 s−2 at z = Lz and zero flux at the surface. See Appendix A for374

details on the formulation of the TKE-based subgrid-scale model.375

The TKE model computes a subgrid-scale Prandtl number based on the local length376

scale (Appendix A) but for the Vreman model we prescribe Prsgs = 1 in the stably strat-377

ified case, and Prsgs = 1/3 in all other cases (Appendix B).378

To avoid reflection of spurious gravity waves at the top of the domain it is com-379

mon to use a radiation boundary condition, as formulated by Klemp and Durran (1983)380

and used in Sullivan and Patton (2011), Sullivan et al. (2016), and Berg et al. (2020).381

Lanzilao and Meyers (2023) compared the performance of the radiation condition and382

a damping layer in LES simulations of a wind park in a neutral boundary layer and found383

similar performance of the two methods for reducing gravity wave reflection, but noted384

that the damping layer has to be appropriately tuned to be effective. Based on the find-385

ings of Lanzilao and Meyers (2023) and on our own testing, we choose to use the damp-386

ing layer that is already implemented in Nek5000 (Massaro et al., 2024), which is described387

in Appendix C.388

Due to the stochastic nature of turbulence it is necessary to compute statistics to389

compare the results from the two solvers. Since all cases are horizontally homogeneous390

we approximate ensemble averaging with horizontal and temporal averaging. Identify-391

ing a suitable time window for averaging is, however, not straightforward as the simu-392

lations are only quasi-stationary. For each simulation we consider the time evolution of393

multiple quantities, such as the friction velocity and the velocity and temperature val-394

ues at a few points in the domain, to assess whether turbulence is properly spun-up. We395

then choose an averaging window of multiple eddy turnover times TE = h/u∗ for the396

neutral and stably stratified cases, or TE = h/w∗ (where h is the boundary layer height397

and w∗ = (gQ∗h/θ0)
1/3 is a vertical velocity scale) for the free convection and shear-398

convection cases. The averaging window Tstat, over which averages and higher-order statis-399

tics are computed for each simulation, is indicated in Table 1. Some variability in the400

statistics is expected due to the limited length of the averaging window; as the simula-401

tions are only quasi-stationary it is not possible to extend the averaging window to get402

better converged statistics. We use the notation ϕ = ϕ + ϕ′ where the overline indi-403

cates an average and the prime denotes the deviation from the average.404
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Table 3. Bulk quantities in simulations of the cases described in Tables 1 and 2, with different

subgrid-scale models: boundary layer height h, defined as the height of the temperature variance

maximum (θ′θ′); friction velocity as used in the surface boundary condition (averaged in space

over the whole domain); eddy turnover time, defined as h/u∗ for the neutral and stably stratified

cases and h/w∗ for the free convection and shear-convection cases; all averaged over the statistics

interval Tstat indicated in Table 1.

Case h (m) h/∆max
z u∗ (m s−1) TE (s)

Neutral Vreman 544 84 0.43 1351

Neutral TKE 563 87 0.43 1398

Free convection TKE 1188 91 – 896

Shear-convection Vreman 600 46 0.45 604

Shear-convection TKE 600 46 0.45 604

Stably stratified TKE 220 67 0.29 846

5 Results405

In the evaluation of the performance of Nek5000 in the canonical ABL cases out-406

lined in Tables 1 and 2, we have considered a number of variables, including vertical pro-407

files of first, second, and third order statistics, snapshots of cross sections of the turbu-408

lent fields, and timeseries. Some statistics for all cases are presented in Table 3. In the409

interest of limiting the scope of this paper we here choose to present results from the neu-410

tral boundary layer in more detail, and then discuss the most interesting aspects of the411

other three cases. We then investigate mesh convergence and energy spectra in the neu-412

tral and shear-convection cases.413

5.1 Neutral Case414

Figure 2 shows the vertical profiles of u, v, and θ in the neutral case. The figure415

shows very good agreement between Nek5000 and the NCAR solver, both when the Vre-416

man and TKE SGS models are used in Nek5000. Both Nek5000 simulations capture the417

capping inversion as well as the zonal wind speed maximum (low level jet) just below418

the inversion. The boundary layer in the simulation with the stability corrected Vreman419

model is somewhat shallower and cooler (the boundary layer height is given in Table 3),420

but the overall shapes of the profiles match the reference well. To simulate a realistic at-421

mosphere it is necessary that a solver accurately captures the boundary layer depth and422

the correct magnitude of the relevant variables, not just the correct shape of scaled pro-423

files. Therefore, we choose to present unscaled values. Scaling the vertical axis with h424

would further improve the agreement between the three simulations. Note that the dif-425

ferences between the two Nek5000 simulations with different SGS models are larger than426

the differences between the simulations with Nek5000 and the NCAR LES which both427

use a TKE-based closure (Figure 2).428

In the neutral boundary layer, the heat flux at the surface is zero, so the warm-429

ing of the boundary layer compared to the initial condition is solely due to entrainment430

of warmer air across the inversion as the boundary layer grows deeper. Therefore, the431

cooler boundary layer temperature in the simulation with the Vreman model (Figure 2)432

could be due to the boundary layer developing more slowly in that simulation. However,433

Figure 3a, which shows the development of the friction velocity with time, indicates that434
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Figure 2. Vertical profiles of a) zonal (streamwise, solid lines) and meridional (spanwise,

dashed lines) velocity, and b) temperature, in the neutral case, averaged over x and y and over

the time span Tstat indicated in Table 1. Black lines show results from the reference simulation

with the NCAR LES, colored lines show results from simulations with Nek5000 with two dif-

ferent SGS models (the stability corrected Vreman model and the TKE model, see section 2.2);

this convention is used in all subsequent figures. In panel b, the short horizontal lines to the left

indicate the boundary layer height, and the dashed black line indicates the initial temperature

profile.

the turbulence by the surface develops very similarly in the two Nek5000 simulations (Ta-435

ble 3 confirms that the average u∗ is statistically indistinguishable). Furthermore, the436

somewhat larger boundary layer height in the Nek5000 TKE model simulation (Table437

3) is consistent through the whole timeseries (Figure 3), so it seems unlikely that the small438

discrepancies between the two Nek5000 simulations in Figure 2 would be due to the tur-439

bulence developing differently with time.440

Figure 4 shows profiles of vertical momentum and heat fluxes in the neutral case.441

While there is very good agreement in the momentum fluxes between all three cases, the442

Vreman model has a smaller negative heat flux throughout most of the boundary layer.443

This explains the smaller mean ABL temperature seen in Figure 2, and is caused by a444

smaller subgrid-scale heat flux in the simulation with the Vreman model. It is notewor-445

thy that the Nek5000 simulation with the TKE model has a substantially larger SGS heat446

flux than the reference simulation, despite the two simulations using the same SGS model447

and an equivalent resolution. The agreement in the total heat flux does, however, en-448

sure that the average quantities in the neutral boundary layer develop similarly in the449

two simulations.450

In the momentum flux, in the solution using the Vreman model there are ”squig-451

gles” in the first element above the surface, as seen in the box in Figure 4a. This seems452

to indicate some numerical instability. To investigate the structures present in the flow,453

Figure 5 shows snapshots of the flow field. Panels c and e show that the scales present454

in the flow close to the surface differ greatly between the two SGS models in Nek5000.455

The Vreman model retains small scales which are smoothed out by the TKE model. The456

scales present in the Vreman model with a resolution of 2563 (Figure 5c) are similar to457

those in a simulation with the TKE model at 5123 (Figure 5g), and to the reference sim-458
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Figure 3. Time evolution of a) the friction velocity (u∗) and b) the boundary layer height

(h) averaged over the domain, in the neutral case. The maximum value of the friction velocity

at the start of the timeseries is approximately 1.2 m s−1 for the reference and 0.7 m s−1 for both

Nek5000 simulations, but the values are not meaningful until later in the simulation when turbu-

lence is properly spun up.
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ulation with the TKE model in the NCAR LES (Figure 5a). That the TKE model seems459

to be more diffusive in Nek5000 than in the NCAR LES is not surprising as we use the460

maximum grid spacing, which is larger than the average grid spacing, to determine the461

length scale, which gives a larger eddy viscosity. This is, however, true also for the Vre-462

man model in Nek5000.463

In the middle of the mixed layer (Figure 5b, d, f) the flow fields are more similar464

in both codes, and with both SGS models in Nek5000. Nek5000 simulations take longer465

to complete with the Vreman model due to a larger number of iterations performed at466

each timestep. Figure B2 shows that in the shear-convection case the eddy viscosity is467

smaller with the Vreman model than the TKE model, particularly close to the surface;468

the behavior is very similar in the neutral case (not shown). The comparatively low eddy469

viscosity allows for small scales in the flow that are on the limit of what the current grid470

is capable of resolving, leading to some numerical instabilities. With increasing resolu-471

tion, when there is less dependence on the SGS model to diffuse energy, this problem be-472

comes less prominent (not shown). At the present resolution the larger eddy viscosity473

from the TKE model acts to smooth out the smallest structures, leading to smoother474

profiles in Figure 4a-b.475

Figure 6b confirms that the simulation with the Vreman model does not display476

a smooth behavior close to the surface, presumably related to the low dissipation dis-477

cussed above. The Nek5000 simulation with the TKE model performs better in this re-478

gard. All three profiles diverge more or less from the dashed line marking ϕ = 1, but479

this is to be expected for LES (e.g., Brasseur & Wei, 2010). Figure 6a shows that the480

reference simulation captures the expected logarithmic behavior exceptionally well in the481

surface layer. It should be noted that the NCAR LES for this simulation uses the two-482

part version of the TKE model specifically designed to match the eddy viscosity to the483

similarity relationships in the surface layer (Sullivan et al., 1994).484

In the inversion zone, small ”spikes” can be seen in the heat flux profiles at element485

boundaries in the Nek5000 simulations with both SGS models (box in Figure 4c). SEM486

ensures continuity at element boundaries only in the solution itself, not in its derivatives.487

Discontinuities in the temperature gradient manifest as discontinuities in the heat flux,488

which is what we see in Figure 4c. The derivatives are expected to converge to a con-489

tinuous solution at increasing resolution, but for the grid spacing used for LES the dis-490

continuities are likely inevitable at coarse resolutions. It is conceivable that spikes in the491

vertical temperature gradient, in combination with the Boussinesq approximation, could492

cause undesired vertical acceleration, skewing the solution. Throughout the majority of493

the boundary layer the curves in Figure 4 are, however, smooth, and the small irregu-494

larities do not seem to noticeably affect the mean temperature profile.495

The velocity variances (Figure 7) show good agreement throughout the boundary496

layer, with the exceptions of differences due to the somewhat shallower boundary layer,497

which disappear if the profiles are scaled by h (not shown), and somewhat larger values498

by the surface in the Vreman simulation, which are related to the large activity at small499

scales shown in Figure 5c.500

The temperature variance (Figure 8) shows the most variation between the sim-501

ulations with the largest values in the Nek5000 simulation with the TKE model, and the502

smallest values in the Nek5000 simulation with the Vreman model. The temperature vari-503

ance is sensitive to the sharpness of the temperature inversion, and the exact shape of504

the mean temperature profile varies somewhat between the three simulations (Figure 2).505

Additionally, the comparatively short averaging time used due to the quasi-stationary506

nature of the case means that there is some variability in the higher-order statistics. There-507

fore, since there is no systematic shift between Nek5000 and the reference NCAR solver508

we consider the representation of the temperature variance by Nek5000 satisfactory.509
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Figure 4. Vertical profiles of vertical fluxes of a) zonal momentum, b) meridional momentum,

and c) temperature, in the neutral case. Inset boxes in panels a and c show total fluxes in higher

detail in areas of interest. In panel b, the short horizontal lines to the right indicate the bound-

ary layer height.

The second order statistics (Figures 4-8) indicate that Nek5000 is capable of cap-510

turing turbulent structures, at least as well as the NCAR solver. The agreement is bet-511

ter for the velocity statistics than for the temperature, perhaps indicating some sensi-512

tivity to how the temperature gradient is represented. To further investigate how the rep-513

resentation of the temperature structures affect the simulated flow we next consider the514

free convection case, where the turbulence is driven purely by convection.515

5.2 Free Convection Case516

As the free convection case involves no imposed horizontal wind, the mean profiles517

of the horizontal velocities show only noise and are thus not shown. This means that nei-518

ther the MOST framework, used to calculate the surface fluxes (section 2.3), nor the sta-519

bility corrected Vreman model are applicable, as they both involve division by the ve-520

locity gradients, which cannot be considered to be well defined in this case (regardless521

of what solver is used). Therefore, a simple rough wall is used for the surface boundary522

condition, and results are shown only for the TKE SGS model, although it should be noted523

that even this is not ideal since the mean velocity profiles are also zero and thus a log-524

arithmic layer is not well defined.525

Figure 9a shows that Nek5000 captures the correct shape of the mean temperature526

profile, although the mixed layer is somewhat warmer than in the reference case. The527

temperature variance has a similar maximum in both simulations (Figure 9b). The heat528

flux is also similar in the two simulations, although the Nek5000 profile has a slightly529

concave shape in the mixed layer, diverging somewhat from the expected linear shape.530

The warmer mixed layer in Figure 9a could be caused by a slightly less sharp tem-531

perature inversion, allowing for entrainment of more warm air into the boundary layer.532

Figure 9c, however, shows that the maximum magnitude of the heat flux across the in-533

version is somewhat smaller in the Nek5000 simulation than in the reference. In simu-534

lations by Sullivan and Patton (2011) of a buoyancy driven boundary layer with weak535

shear, an increase in resolution caused a sharper temperature inversion accompanied by536

a weaker heat flux. Here, the thicker inversion layer in the Nek5000 simulation does not537
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Figure 5. Horizontal slices at t = 36630 s of the vertical velocity field in the neutral case at

approximately z = 0.05h m (a, c, e, g) and z = 0.5h m (b, d, f, h), from the NCAR LES (a-b),

and from Nek5000 simulations with the stability corrected Vreman model (c-d) and the TKE

model (e-f) with a resolution of 2563, and the TKE model with a resolution of 5123 (g-h). The

black arrow in each panel indicates the direction of the mean wind at that level.
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Figure 6. a) Nondimensionalized mean total velocity in the surface layer in the neutral case.

The vertical axis has been normalized by 0.1h, representing an estimate of the depth of the

surface layer. The dashed black line shows the theoretical line predicted by equation (7) for a

neutral boundary layer. b) Nondimensional wind shear as represented by the function ϕm (see

equation (7)), which for a neutral boundary layer is expected to be unity. Here, the vertical axis

is scaled by the boundary layer depth h.

950
1000

a) b) c)

0.0 0.5 1.0
u′u′ (m2 s 2)

0

100

200

300

400

500

600

700

800

z (
m

)

Reference
Vreman
TKE

0.0 0.2 0.4 0.6
v′v′ (m2 s 2)

0.00 0.05 0.10 0.15 0.20
w′w′ (m2 s 2)

Figure 7. Vertical profiles of variances of a) zonal velocity, b) meridional velocity, and c) ver-

tical velocity in the neutral case. The short horizontal lines to the left in each panel indicate the

boundary layer height.
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Figure 8. Vertical profile of the temperature variance in the neutral case.
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Figure 9. Vertical profiles of a) mean temperature, b) temperature variance, and c) vertical

heat flux, in the free convection simulation. The statistics are computed over the time interval

indicated in Table 1.

cause a larger heat flux. It is, however, clear from all panels of Figure 9 that Nek5000538

simulates a less sharp temperature inversion, causing a deeper layer with a weaker neg-539

ative heat flux and somewhat smaller temperature variance across the inversion.540

5.3 Shear-convection Case541

Studying the purely neutral and convective boundary layers is useful for understand-542

ing model behaviors, but the real atmosphere is always affected by both shear and buoy-543

ancy effects. We therefore turn next to the shear-convection boundary layer, which, while544

still idealized, involves more of the complexities of the real ABL.545

In Figure 10a we see that there is good agreement with the reference data in both546

components of the wind, for both SGS models but particularly the TKE model. There547

is some difference in the magnitude of the wind in the mixed layer, but overall the mag-548

nitudes and the shape of the profiles are very similar in all three simulations. For the549

temperature (Figure 10b) there is very good agreement between all three profiles, and550

Table 3 confirms that the average boundary layer height is the same in the two Nek5000551
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Figure 10. Vertical profiles of a) zonal (streamwise, solid lines) and meridional (spanwise,

dashed lines) velocity, and b) temperature, in the shear-convection case, averaged over the time

span indicated in Table 1. In panel b, the short horizontal lines to the left indicate the boundary

layer height, and the dashed black line indicates the initial temperature profile.

simulations. In the Vreman simulation there is some overshoot in the temperature pro-552

file just above the inversion, although it should be noted that this overshoot is not present553

in simulations with the Vreman model at higher resolution (not shown).554

Figure 11a-b shows good agreement in the profiles of the momentum flux. The in-555

set box in Figure 11a highlights the fact that in the simulation with the Vreman model556

the flux profile is not smooth in the first element above the surface, similarly to the neu-557

tral case (Figure 4a). Snapshots of the shear-convection case shows the same behavior558

as in the neutral case, with smaller turbulent scales present in the flow close to the sur-559

face when using the Vreman model (not shown).560

The heat flux profiles have discontinuities at the top of the inversion zone, as high-561

lighted by the inset box in Figure 11c. The discontinuities are concentrated to the in-562

version zone where the temperature gradient changes quickly with height. In the shear-563

convection simulation with the Vreman model there is positive heat flux at the top of564

the boundary layer, causing an overshoot in the temperature profile just above the bound-565

ary layer in Figure 10. This behavior is not present in the simulation with the TKE model,566

indicating that the TKE model is better able to handle the temperature gradient in that567

region at the current resolution.568

Furthermore, Figure 11c shows that there is very good agreement in the total heat569

flux profiles between the Nek5000 simulation with the TKE model and the reference sim-570

ulation. As in the neutral case, there is some difference between the two solvers in how571

much of the heat flux is carried by the SGS model despite the resolution being equiv-572

alent.573

The resolved vertical velocity skewness,

Sw =
w3

w2
3/2

, (17)
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Figure 11. Vertical profiles of vertical fluxes of a) zonal momentum, b) meridional momen-

tum, and c) temperature, in the shear-convection case. Inset boxes in panels a and c show total

fluxes in higher detail in areas of interest.
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Figure 12. Vertical profile of resolved vertical velocity skewness in the shear-convection case.

is a key quantity in a convection-driven boundary layer as it contains information about574

the distribution of updrafts and downdrafts and about vertical transport (Sullivan & Pat-575

ton, 2011; Moeng & Rotunno, 1990). Figure 12 displays good agreement between Nek5000576

and the reference, showing that this third-order moment is represented in a similar way577

by both solvers. Above the boundary layer top the vertical velocity is very close to zero,578

and the skewness values are not meaningful due to the smallness of the denominator in579

equation (17).580

5.4 Stably Stratified Case581

The final case to consider is the stably stratified ABL, a case for which grid con-582

vergence has proven elusive at currently available grids (e.g., Sullivan et al., 2016; McWilliams583

et al., 2023). This case is by far the most expensive out of those simulated in this study,584
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Figure 13. Vertical profiles of a) zonal (streamwise, solid lines) and meridional (spanwise,

dashed lines) velocity, and b) temperature, in the stably stratified case, averaged over the time

span indicated in Table 1. In panel b, the short horizontal lines to the left indicate the boundary

layer height, and the dashed black line indicates the initial temperature profile.

so in the interest of limiting the use of computational resources we have simulated this585

case only with the TKE model. Fuka and Brechler (2011) used the Vreman model (with-586

out stability correction) to simulate the GABLS1 case with a finite volume solver and587

found that the model performed satisfactorily. They did, however, note a difference in588

the temperature gradient in the boundary layer compared to the models studied by Beare589

(2008).590

The profiles of mean velocities and temperature (Figure 13) show good agreement591

with the reference at a resolution of 2003 computation points (253 elements with SEM).592

Nek5000 successfully captures the low-level jet toward the top of the boundary layer, as593

well as the wind turning with height. The wind turning angle is 39◦ between the first594

level above the surface and the geostrophic wind, in line with Svensson and Holtslag (2009).595

The boundary layer is somewhat deeper compared to the reference case, but the differ-596

ence is small compared to the range displayed by the models included in the intercom-597

parison by Beare et al. (2006). Increasing the resolution leads to a shallower boundary598

layer, in line with results from Beare et al. (2006), Sullivan et al. (2016), and McWilliams599

et al. (2023). As it would be unlikely to provide any new information we did not per-600

form any simulation at higher resolution than 5123 computation points, but the differ-601

ence between the two Nek5000 simulations in Figure 13 is in line with Figure 1 of Sullivan602

et al. (2016).603

Sullivan et al. (2016) investigated in detail the spatial structures present in the sta-604

ble boundary layer. Figure 14 confirms that the temperature fronts highlighted by Sullivan605

et al. (2016) are successfully represented in the Nek5000 simulations. We can see how606

the tilt of the fronts decreases toward the top of the boundary layer, as expected. At higher607

resolution (Figure 14b), smaller-scale structures are visible, and the behavior described608

by Sullivan et al. (2016) where the tilt of the fronts varies with the location along the609

x-axis is present.610
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Figure 14. Visualization of temperature fronts in the stably stratified case: vertical cross

sections at y = 200 m of the temperature field (θ − θ0) at t = 9 hours, from simulations with res-

olutions of a) 2003 points, and b) 5123 points. White lines have been added manually to indicate

the location of a few strong temperature fronts in each case.

5.5 Mesh Convergence611

As the spatial resolution is increased in an LES simulation the solution should be-612

come less dependent on the parameterized subgrid-scale motions, and thus, ideally, at613

some resolution become independent of the grid spacing. It should be noted that mesh614

convergence is not as straightforward for LES as it is for DNS. Implicit filtering means615

that the grid spacing is built into the solution and if the resolution gets too high some616

assumptions of the wall model are violated. Whether or not mesh convergence can ac-617

tually be expected for wall-modelled LES is an active research topic (e.g., Hu et al., 2024).618

We do, however, still find it useful to investigate how the solution behaves under increased619

resolution in different boundary layers, and in particular to see how Nek5000 compares620

to the NCAR LES in this regard; a code that scales well to many processors is less use-621

ful if the mesh convergence is unsatisfactory.622

When run at three different resolutions, the shear-convection case shows very good623

agreement in the temperature profile, aside from some minor differences by the surface624

as well as just above the inversion (Figure 15b). There is also very good agreement in625

the total heat flux (Figure 15c), where the primary difference between the three profiles626

is the proportion of the flux that is carried by the SGS model. This is in line with re-627

sults from Sullivan and Patton (2011) who showed convergence in a similar shear-convective628

case with mesh resolutions of 2563 and greater.629

The wind speed profiles in Figure 15a show a decrease in u and an increase in v630

with increased resolution, corresponding to a decrease in the total mixed-layer wind speed631

but also involving an increase in the amount of wind turning with height. The diagnosed632

boundary layer height is the same with all three resolutions, and scaling the velocities633

with the friction velocity does not cause the profiles to collapse; therefore we choose to634

show unscaled profiles. The changes in the wind with resolution are likely related to changes635

in the dynamic stability at the point where the velocity field is sampled for the wall model.636

The boundary condition assumes a constant flux between the surface and the sampling637

point and the behavior in this region changes with resolution, thereby changing the bound-638

ary condition. Further investigation of this is outside the scope of the present study.639

In the neutral case, where the temperature structure plays a smaller role, the con-640

vergence of the velocity profiles improves (Figure 16a). In this case, the vertical axes have641

been scaled with the boundary layer height as it varies substantially between the res-642

olutions. Furthermore, the interval over which the statistics have been computed has been643

adapted to cover 20−25TE . For the mixed case this was not necessary as the eddy turnover644
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Figure 15. Profiles of a) zonal and meridional mean velocity, b) mean temperature, and c)

vertical heat flux in the shear-convection case at three different resolutions (1283, 2563, and 5123).

The short horizontal lines to the right in panel b indicate the boundary layer height; the black

dashed line shows the initial profile.
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Figure 16. As Figure 15 but for the neutral case. The profiles have been scaled vertically

with the boundary layer height, which is 575 m, 560 m, and 522 m, respectively, from low to high

resolution.

time TE is virtually identical regardless of the resolution, but in the neutral case it varies645

noticeably, indicating poor mesh convergence.646

The differences between the three simulations, which are found mainly close to the647

top and the bottom of the boundary layer, are in line with results of Berg et al. (2020),648

who reported that their simulations were not fully converged despite using 10242 hor-649

izontal grid points. Therefore, we judge that our simulations are as close to convergence650

as can be expected at the current resolutions. The same conclusion can be drawn based651

on the mean temperature and heat flux (Figure 16b, c), which do show some variation652

with resolution, but the variations are very similar to those found by Berg et al. (2020).653

We refrain from performing costly simulations at higher resolution than the current 5123654

as it would not add much value to the aim of the present paper to document Nek5000655

as a solver for ABL flows. For the same reason we do not perform a comprehensive con-656

vergence test of the stably stratified case but draw the conclusion based on Figure 13657

that our simulations behave as expected at the current resolutions. For further inves-658

tigation of the resolution dependence of the stable boundary layer we refer to Sullivan659

et al. (2016) and McWilliams et al. (2023).660
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Figure 17. Energy spectral density as a function of the horizontal wavenumber kh =√
k2
x + k2

y in the shear-convection case for a) the total horizontal velocity V =
√
u2 + v2, and

b) the vertical velocity w from simulations with the TKE model at three different resolutions and

the Vreman model at one resolution, at three different heights; 0.9h, 0.5h, and 0.1h. The spectra

have been scaled with the factors indicated for clarity. The dashed line shows the −5/3 slope.

5.5.1 Energy Spectral Density661

Another way of investigating the impact the resolution has on the solution is through662

energy spectra, which we have computed according to the procedure described in Ap-663

pendix D. The spectra for the shear-convection and neutral cases (Figures 17 and 18)664

show a general shape with a peak at small wavenumbers corresponding to the large-scale665

structures in the flow, and a tail that roughly follows k−5/3 at intermediate wavenum-666

bers, corresponding to the inertial subrange (Pope, 2000), and then drops below the −5/3667

line at large wavenumbers due to dissipation.668

For LES, the filter scale, which in our case is equivalent to the grid spacing, should669

be in the inertial subrange (e.g., Pope, 2000), where the expected slope of the spectrum670

is −5/3. Figure 17a shows that for the shear-convection case the horizontal velocity spec-671

trum clearly follows the −5/3 line at various heights in the boundary layer in the 5123672

simulation, while the 1283 simulation barely shows any inertial subrange. This resolu-673

tion is on the limit of what is reasonable to use for LES; tests with lower resolutions clearly674

show erroneous behavior in some profiles. The 2563 simulation with the TKE model re-675

solves some of the inertial subrange, particularly away from the surface.676
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Figure 18. As Figure 17 but for the neutral case.
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The spectra from the 2563 simulation with the Vreman model are remarkably close677

to the 5123 TKE model spectra over a large range of wavenumbers. This is in line with678

the results discussed in section 5.1 where the Vreman model has been found to be sub-679

stantially less dissipative and thus to retain finer scales in the flow (Figure 5). Figure680

17 by itself could suggest that the Vreman model is superior, since at a given grid spac-681

ing it resolves finer scales than the TKE model, but as discussed throughout the results682

the smaller dissipation also has downsides.683

The vertical velocity spectra (Figure 17b) show a broad peak which shifts to larger684

wavenumbers close to the surface, in line with results of Sullivan and Patton (2011). Sim-685

ilarly to the horizontal wind spectra, the inertial subrange is clear, visible and indicated686

in the 5123, 2563 and 1283 simulations, respectively.687

In the neutral case the behavior is similar (Figure 18). However, in that case the688

1283 simulation stands out from the other simulations for small wavenumbers at all heights,689

indicating that such a coarse resolution does affect the solution substantially, even in the690

largest scales. Close to the boundary layer top, where the turbulence is influenced by the691

presence of the capping inversion, the spectra are resolution-dependent at small wavenum-692

bers. It should be noted that the data from which the spectra have been calculated were693

sampled at a few selected levels only, the heights of which were selected before the start694

of the simulation. Thus, the spectrum at 0.9h is not exactly at 90% of the actual bound-695

ary layer height; this may affect the results. In the shear-convection case this does not696

have an impact since h is very similar in all simulations.697

5.5.2 Heat Conservation698

Since SEM does not ensure continuity across the element boundaries in the gra-
dients of the solution, it conserves heat only asymptotically. To verify that this works
sufficiently well we follow Svensson et al. (2011) and compare the integrated heat con-
tent in the domain to the heat added to the domain at the surface boundary. Starting
from

∂θ

∂t
= −∂w′θ′

∂z
(18)

we integrate from the surface to the top of the domain and over some time span from
t = 0 to t: ∫ t

0

∫ Lz

0

∂θ

∂t
dzdt = −

∫ t

0

∫ Lz

0

∂w′θ′

∂z
dzdt. (19)

Since w′θ′ = 0 at z = Lz we get

Θ(t)−Θ(0) ≡
∫ Lz

0

θ(t)dz −
∫ Lz

0

θ(0)dz = −
∫ t

0

w′θ′(z = 0)dt. (20)

We consider the neutral and shear-convection cases, where w′θ′(z = 0) = Q∗ is
constant, such that the right-hand side is simply Q∗t. Figure 19 shows the result for the
neutral and shear-convection cases, formulated as an error. In the neutral case Q∗ =
0, so we define the error as

Error =

[
Θ(t)−Θ(0)

Θ(0)
− 1

]
× 100%.

In the shear-convection case the error is instead

Error =

[
Θ(t)−Θ(0)

Q∗t
− 1

]
× 100%.

Figure 19a shows that in the neutral case the error is virtually zero for all resolutions699

and both SGS models; deviations from zero are on the order of the tolerance set in the700
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Figure 19. Error in the heat conservation in Nek5000 simulations of the a) neutral, and b)

shear-convection cases at three different resolutions with the TKE model and 2563 resolution

with the Vreman model. The right part of panel b is zoomed in to better show the magnitude as

it becomes smaller after the initial transient; the y-axis in the right part of the panel shows the

same quantity as in the left part.

solver. In the shear-convection case (Figure 19b) there are substantial errors at the be-701

ginning of each simulation which quickly diminish after the initial period during which702

turbulence is spun up in the domain. After the initial transient, the error is resolution-703

dependent and very close to zero in the simulations with the TKE model at 2563 and704

5123 resolution. It is noteworthy that the Vreman model seems to stabilize in a state where705

the amount of heat in the domain is somewhat smaller than what has been added through706

the surface boundary.707

As the neutral case, where there is no surface heat flux, show essentially no error,708

we conclude that the errors that are present in the shear-convection case are due to the709

formulation of the surface boundary condition, and further investigation of this falls out-710

side the scope of the current paper. The results show, however, that at sufficient reso-711

lution the errors are negligible.712

6 Summary and Conclusions713

We present a new large eddy simulation (LES) framework, using the turbulence solver714

Nek5000, for simulating turbulence in the atmospheric boundary layer (ABL) using the715

spectral element method (SEM). We simulate four canonical flow cases (neutral, free con-716

vection, shear-convection, and stably stratified boundary layers) and show that Nek5000717

accurately captures the statistics and key flow features in all the cases.718

Comparison of turbulence statistics with results from the established NCAR LES719

code shows good agreement for both first and higher order statistics. The Nek5000 solver720

is capable of capturing characteristic elements of each boundary layer type, such as the721

capping inversion in the neutral, free convection and shear-convection cases, the low-level722

jet in the neutral and stably stratified cases, and the large-scale coherent structures in723

all cases (shown for the neutral and stably stratified cases). Some differences are found724

in the temperature of the mixed layer, but overall the discrepancies between the two solvers725
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are of similar magnitude to differences between results from two Nek5000 simulations726

with different SGS models.727

Profiles of first and second order statistics converge as well as expected for the range728

of presented resolutions, and turbulence spectra indicate that part of the inertial sub-729

range is resolved in simulations with 2563 and 5123 computation points for the neutral730

and shear-convection cases.731

Large eddy simulation of the atmospheric boundary layer involves simulating tur-732

bulence generated by both shear and buoyancy effects, as well as turbulence that is damp-733

ened by temperature stratification. SEM does not constrain gradients across element bound-734

aries, which could potentially cause issues in this type of flow situations. For example,735

a non-smooth vertical temperature profile could cause erroneous vertical acceleration as736

the Boussinesq approximation is applied. The effect of the discontinuities can be mod-737

erated by the action of the SGS model. We have compared two different SGS models;738

one model based on Vreman (2004) and the Deardorff (1980) model based on the subgrid-739

scale TKE, and Figure B2b shows that the TKE model does a better job than the Vre-740

man model at smoothing out irregularities at element boundaries and may thus be bet-741

ter suited for use with SEM.742

However, while the TKE model does smooth the second order statistics somewhat743

at the element boundaries, there are still some discontinuities that may cause issues. Pre-744

liminary work on passive scalar advection indicates issues with conservation. There are745

methods for smoothing the solution, such as the gradient jump penalty stabilization de-746

signed to minimize numerical instabilities due to discontinuities in gradients at element747

boundaries (Moura et al., 2022); it could be investigated whether such an approach may748

also aid the solution in simulations of turbulence with buoyancy effects. It is, however,749

anticipated that any issues with scalar conservation will be reduced with increasing res-750

olution. Performing simulations at high resolutions rather than designing tools to mit-751

igate the issues related to an insufficient resolution is generally a preferable route as it752

limits uncertainties and biases introduced through model and parameter choices.753

This paper documents that Nek5000, using SEM, is capable of simulating canon-754

ical ABL cases. Key features of the studied cases are well represented in the simulations,755

and the statistics align very well with results from the established NCAR LES solver.756

Going forward, our goal is to leverage the scalability of SEM and the currently available757

computational power to simulate atmospheric flows at high resolution, focusing on tran-758

sient cases and the diurnal cycle and also working toward including cloud processes. It759

is with this in mind that we have chosen to work with SEM: it is not necessarily the best760

choice for the comparatively small cases presented in the present study but it has the761

capacity to solve very large problems efficiently. As Nek5000 runs only on CPUs, there762

is currently work ongoing to develop a new version of Nek5000: Neko (https://neko763

.cfd/; Jansson et al., 2024). Neko uses the same discretization methods as Nek5000 but764

is written in modern Fortran and designed to run on either CPUs or GPUs. Neko is cur-765

rently undergoing tests with the here presented canonical cases, tests that a credible code766

for atmospheric boundary layer turbulence needs to pass. We will specifically examine767

the aspects that are critical for each of the flow types, to assure that the experimental768

configuration is adequate, i.e., a documented ”recipe” for atmospheric LES experimen-769

tation.770

7 Open Research771

The Nek5000 source code used in this study is available at https://github.com/772

Nek5000/Nek5000/commit/9b3d9227b5896dfef4bc5245d85c25f7ba12334d. Further-773

more, we have used utilities from the KTH Framework: https://github.com/KTH-Nek5000/774

KTH Framework/commit/810060c9cb6b23f2f5aa7754c09785aacf21266a (Massaro et775
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al., 2024), as well as wall models implemented in NEKWMLES: https://github.com/776

timofeymukha/nekwmles/commit/4987f5447f6aba4670cc87612137ee428538f992.777

The data underlying all figures in this paper is published at https://bolin.su.se/778

data/huusko-2025-les-nek5000-1.1 (Huusko et al., 2025), and the Python scripts used779

to create the figures from the data are available at https://git.bolin.su.se/bolin/780

huusko-2025-les-nek5000-1.1.0 (Huusko, 2025).781
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Appendix A TKE model in Nek5000790

The TKE model (Deardorff, 1980) is based on integration of a prognostic equation
for the subgrid-scale TKE (e):

∂e

∂t
+ ũj

∂e

∂xj
= −

∂(ũ′′
j e+ ũ′′

j p
′′)

∂xj
− ũ′′

i u
′′
j

∂ũi

∂xj
+

g

θ0
w̃′′θ′′ − ε, (A1)

where the first term on the right-hand side represents turbulent transport of turbulence791

and pressure, the second term represents local shear production, the third term repre-792

sents local buoyancy production, and the last term is dissipation.793

Equation (A1) is integrated and the resulting e is used to calculate the eddy vis-
cosity and diffusivity at each point in space as

Km = cK l
√
e, (A2)

Kh =

(
1 + 2

l

∆

)
Km, (A3)

where cK is a constant, here assigned the value cK = 0.1 (Deardorff, 1980), l is a length
scale, and ∆ is the grid spacing, here taken to be the maximum grid spacing ∆max =
max(∆max

x,y ,∆max
z ), see Table 1. For the length scale l we use

l = min

[
0.76

√
e

N2
θ

; ∆

]
(A4)

where Nθ =
√
(g/θ0)/(∂θ/∂z) is the Brunt-Väisälä frequency.794

The terms on the right-hand side of equation (A1) involves subgrid-scale variables
which require modeling. Following Deardorff (1980), we let

ũ′′
j e+ ũ′′

j p
′′ = −2Km

∂e

∂xj
, (A5)

ũ′′
i u

′′
j = −Km

(
∂ũi

∂xj
+

∂ũj

∂xi

)
= −2KmS̃ij , (A6)

and

w̃′′θ′′ = −Kh
∂θ̃

∂z
. (A7)
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Furthermore, we parameterize the molecular dissipation as

ε =
c0e

3/2

l
, (A8)

where c0 ∼ 0.19 + 0.74l/∆ (Moeng & Sullivan, 2015). To summarise, the equation to
be integrated, expressed in only filtered variables, is

∂e

∂t
+

∂ũje

∂xj
=

∂

∂xj

(
2Km

∂e

∂xj

)
+ 2KmS̃ij

∂ũi

∂xj
− g

θ0
Kh

∂θ̃

∂z
− c0e

3/2

l
, (A9)

and the value for e at each point in space and time is used to calculate the eddy viscos-795

ity and diffusivity (equations A2 and A3).796

Appendix B Vreman model in Nek5000797

The Vreman model (Vreman, 2004) implemented in Nek5000 uses an eddy viscos-
ity of the form

Km = C

√(
Bβ

αijαij

)
, (B1)

with αij = ∂ũi/∂xj and Bβ = β11β22 − β2
12 + β11β33 − β2

13 + β22β33 − β2
23, where798

βij = ∆2αmiαmj (summed over m = 1, 2, 3). The filter witdh ∆ is taken here to be799

the maximum grid spacing ∆max = max(∆max
x,y ,∆max

z ) (see Table 1). The constant C800

is related to the Smagorinsky constant as C ≈ 2.5C2
S (Vreman, 2004); we use CS =801

0.16, and thus C = 0.064, in all simulations. The Vreman model is designed to main-802

tain the simplicity of the Smagorinsky-Lilly model but with less dissipation in near-wall803

and transitional regions. It has been used for LES of the ABL by Fuka and Brechler (2011)804

(using a solver based on the method of lines) and Van Hooft et al. (2019) (using a finite805

volume method solver), neither of whom evaluate the performance of the model in any806

detail.807

When we use the Vreman model, the subgrid-scale heat flux is modeled using a pre-
scribed subgrid-scale Prandtl number which varies depending on the stratification:

Kh =
Km

Pr
. (B2)

The subgrid-scale Prandtl number is here set to 1 for the stably stratified boundary layer808

simulation, and 1/3 for all other cases, to emulate how the eddy diffusivity in the TKE809

model (equation (A3)) behaves in different stability regimes (under convective conditions,810

l ∼ ∆, while for a stable boundary layer l is smaller, corresponding to a larger Nθ in811

equation (A4), meaning that Kh ∼ Km). This prescription of a constant subgrid-scale812

Prandtl number in the entire domain is not an ideal solution as the stratification varies813

substantially with height, particularly across the inversion layer, in an ABL.814

Initial test simulations showed that the Vreman model in its original formulation
(equation B1), which includes no information about the temperature structure of the at-
mosphere, tends to give a less sharp temperature inversion than what is found in the ref-
erence simulations. To include the effect of the temperature stratification on the subgrid-
scale fluxes we apply a stability correction using the Richardson number, as described
by Moeng and Sullivan (2015). Applying the correction to the eddy viscosity of the Vre-
man model gives us

Kcorr
m =

(
1− Ri

Ric

)1/2

Km, (B3)

where Ri is the Richardson number, calculated as

Ri =

g
θ0

∂θ
∂z(

∂u
∂z

)2
+

(
∂v
∂z

)2 , (B4)
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Figure B1. Comparison of three different SGS models (Vreman, equation (B1); stability cor-

rected Vreman, equation (B3); and TKE, equation (A2)) in Nek5000, and reference data from the

NCAR LES for mean profiles of a) temperature, and b) vertical heat flux (subgrid and total), in

the shear-convection case.

and Ric is the critical Richardson number, here set to 0.25 (Stull, 1988). The eddy dif-815

fusivity is then calculated according to equation (B2). If Ri>Ric, we set Km = 10−10.816

The stability correction gives a sharper temperature inversion and a smaller en-817

trainment of heat in the shear-convection case, leading to a somewhat cooler mixed layer.818

This brings the profiles to closer agreement with the reference data as well as with Nek5000819

simulations using the TKE model (Figure B1), although as mentioned in section 5.3 it820

also introduces an overshoot in both temperature and heat flux just above the inversion.821

The influence on the velocity is not as large (Figure B2a), and both versions of the822

Vreman model give a smaller mixed-layer u than the reference. Figure B2b shows that823

the stability correction emphasizes the influence of the element boundaries on the eddy824

viscosity. It should, however, be emphasized that this behavior has its root in the math-825

ematical properties of SEM and is not caused by any version of the Vreman model; we826

simply observe in our results that the TKE model seems to mitigate the discontinuities827

while the stability corrected Vreman model magnifies them.828

In the neutral case the influence of the stability correction is small and there is good829

agreement between all three SGS models (Vreman, stability corrected Vreman, and TKE).830

Figures equivalent to Figures B1 and B2 are therefore not shown for the neutral case.831

Appendix C Sponge Layer832

The damping layer in Nek5000 consists of a region at the top of the domain where
a forcing is applied (added to the right hand side of equation (1)) to dampen the strength
of velocity variations (Chevalier et al., 2007). The forcing is formulated as

Fi = λ(z)(Ui − ui), (C1)

where Ui is a specified constant velocity (given as the geostrophic velocity in our sim-833

ulations) and λ is is a sponge function given by834
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Figure B2. As Figure B1 but for a) horizontal velocities (u in full lines, v in dashed lines,)

and b) subgrid-scale eddy viscosity (not available from the NCAR LES).

Table C1. Parameter values used in the sponge layer for the different cases.

Case λmax (s−1) ∆w (m) ∆d (m)

Neutral 0.01 200 150

Free convection 0.01 200 150

Shear-convection 0.01 200 150

Stably stratified 0.01 50 30

λ(z) = λmaxσ((z − Lz +∆w)/∆d). (C2)

Here, λmax is a parameter that gives the maximum amplitude of the damping layer.835

The layer occupies a region of width ∆w (as given for each case in Table 1), extending836

down from the top of the domain. The parameter ∆d defines the width of the drop of837

the sponge. The step function σ is defined as838

σ(x) =


0 if x ≤ 0.001,

(1 + exp((x− 1)−1 + x−1))−1 if 0.001 < x ≤ 0.999,

1 if x > 0.999.

(C3)

The values for the damping layer parameters are given in Table C1.839

Appendix D Computation of Energy Spectral Density840

To compute two-dimensional energy spectra of a variable a we use a Fast Fourier
Transform (FFT) algorithm to compute the discrete Fourier Transform according to

F (kx, ky) =

N−1∑
n=0

M−1∑
m=0

anm
NM

exp(−i2πnkn/N − i2πmkm/M), (D1)
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where M,N are the number of sampling points in the x and y directions, respectively,
and kx = 2π

∆x and ky = 2π
∆y are the wavenumbers in the x and y directions, respectively.

Following Stull (1988) we then compute the discrete spectral energy, E(kx, ky), as

E(kx, ky) = |F (kx, ky)|2, (D2)

and the energy spectral density, S(kx, ky), as

S(kx, ky) =
E(kx, ky)

∆kx∆ky
. (D3)

This procedure results in a energy spectral density that when integrated over the wavenum-
bers in both directions yields the total variance of the original velocity field. For easier
interpretation of the result, this two-dimensional energy spectral density is projected onto

the total horizontal wavenumber kh =
√
k2x + k2y by integrating

S(kh) =

∫ 2π

0

S(kx, ky)khdθ, (D4)

where kx = kh cos θ and kx = kh sin θ, to yield the line plots in Figures 17 and 18 (e.g.,841

Wyngaard, 2010).842

In Figures 17 and 18 this procedure is applied on the horizontal and vertical wind843

speed, respectively, over a horizontal plane at different heights. The resulting energy spec-844

tral density, or ”spectrum”, is then smoothed by averaging over circular bins (the data845

is binned into given ranges of kh and an average is computed over each bin) as well as846

averaged over the time intervals indicated for each case in Table 1.847

The discrete Fourier transform requires data on an equidistantly spaced grid, which848

we do not have in our solution since the SEM solution is computed on non-equidistant849

GLL points. We therefore interpolate the solution to an equidistant grid before comput-850

ing the spectra. For the grid spacing we choose the maximum spacing between the GLL851

points, as that is the smallest scale that is resolved everywhere in the domain. The num-852

ber of bins for the radial averaging is chosen as the number of sampling points in each853

direction.854
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