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ABSTRACT

Direct numerical simulations (DNS) of turbulent Couette flow are combined with Lagrangian point-particle tracking to investigate the effects of a dispersed phase on bulk passive heat transport when the two phases can exchange both momentum and sensible heat. The idealized setup allows a fixed number of particles, without the influence of gravity, to be transported by carrier-phase motions across the mean velocity and temperature gradients that exist between the solid boundaries of turbulent Couette flow. In this way, the setup serves as a model of spray in a shear-dominated layer in the immediate vicinity of the water surface and provides insight into the ability of spray to enhance sensible heat fluxes. The authors find that the dispersed phase contributes a relatively large amount of vertical heat transport and increases the total heat flux across the domain by 25% or greater. Particles that accumulate in regions associated with wall-normal ejections efficiently carry heat across the channel. Furthermore, the authors find that the relative contribution of the dispersed-phase heat flux becomes larger with Reynolds number, suggesting an importance at atmospheric scales.

1. Introduction

For predicting the intensity of tropical cyclones, detailed knowledge of the exchanges of heat, moisture, and momentum at the air–sea interface is essential. While the flux of latent and sensible heat from the ocean provides fuel for the storm, drag on the surface can act to weaken it, and thus a better understanding of the balance between these processes is required if hurricane intensity forecasts are to be improved (Emanuel 1995; NOAA Science Advisory Board 2006). Because of the extreme conditions and the practical difficulties associated with making accurate measurements within the high-wind boundary layer, direct observations of the fluxes of heat, moisture, and momentum are rare. For this reason, other efforts, such as numerical and theoretical modeling, are needed to improve the current understanding of near-surface physical processes.

In a recent study, we use direct numerical simulations (DNS; i.e., all scales of turbulent motion are resolved) of turbulent Couette flow coupled with Lagrangian point particles to investigate the changes inertial particles induce in momentum flux (Richter and Sullivan 2013b). By altering near-surface turbulent motions, the presence of a dispersed phase such as sea spray may, at sufficiently high concentrations, change the turbulent flux of momentum. It is found, however, that momentum carried by the dispersed phase becomes a significant fraction of the total momentum flux to the surface, compensating for losses in the turbulent flux. What results is a total flux of momentum that is nearly unchanged despite an observed reduction in the turbulent flux. In practice, this implies that eddy flux measurements of the turbulent flux \( \rho \langle u'w' \rangle \) taken in regions of high spray concentration may underestimate the total flux of momentum. Studies such as that by Donelan et al. (2004) indicate that, for the concentrations of spray present in their experiments, the contribution to momentum transport from the dispersed phase is small since both direct and indirect measurements of the water surface stress agree.

The process of the dispersed-phase momentum transport compensating for losses in the turbulent flux is an illustration of the ideas proposed by Andreas (2004), where the author treats the momentum flux problem as a closed system. Since inertial spray droplets are accelerated by the wind (extracting horizontal momentum from the air), then plunge back into the water (along with the horizontal momentum gained from the air), the ability of spray to directly change the total transfer
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of momentum to the ocean surface is seemingly small, which is in agreement with the findings of our previous work (Richter and Sullivan 2013b). Only through indirect effects, such as modifying the near-surface atmospheric stability through thermodynamic exchange (Bianco et al. 2011) or a disruption of the turbulent energy cascade, can spray produce significant modifications to the total momentum flux.

While the momentum flux balance near the surface is a closed system with regard to sea spray, the fluxes of latent and sensible heat, on the other hand, are not. In principle, therefore, spray can modify the exchange of these quantities. Fairall et al. (1994) use a bulk model to estimate the spray-mediated fluxes of sensible and latent heat, and find that these fluxes become comparable to the interfacial fluxes (i.e., fluxes carried by turbulent air motions) at wind speeds above roughly 20 m s\(^{-1}\). They also suggest that the total latent heat flux measured above the droplet layer is enhanced, while the sensible heat flux is diminished. Makin (1998) uses a one-dimensional turbulence model of the horizontally averaged surface layer, with explicit representation of spray-mediated source–sink functions within the moisture and heat transport equations.

Generally, the addition of spray can significantly alter the total fluxes of sensible heat and moisture. The presence of spray is seen to decrease the flux of one of these quantities at the expense of the other, and this depends strongly on atmospheric stability. As in Fairall et al. (1994), spray-mediated fluxes become comparable to the interfacial fluxes at winds of 25 m s\(^{-1}\). More recently, Bianco et al. (2011) simultaneously model the heat, moisture, and momentum flux contributions from spray within a one-dimensional surface layer model and find enhancements of sensible and latent heat flux at sufficiently high wind speeds, with a complex interplay between near-surface stratification effects (due to cooling of the air during the droplet evaporation process) and the additional sensible heat supplied by the spray droplets.

Andreas and Emanuel (2001) point out, using the analysis of Emanuel (1995), that the net enthalpy flux (and its relative effect compared to the momentum flux) is the quantity of interest when considering tropical storm intensity, rather than the individual fluxes of sensible and latent heat. Since evaporating droplets extract heat from the surrounding air (thus resulting in no net enthalpy flux), the work of Andreas and Emanuel (2001) emphasizes the need for understanding the additional enthalpy flux due to reentrant spray–droplets that exchange their sensible heat but fall back into the water before evaporating. They find that incorporating this additional enthalpy flux into the axisymmetric tropical cyclone model of Emanuel (1995) leads to enhanced storm intensity.

Bao et al. (2011) take a slightly different approach and parameterize the effects of spray on the momentum and sensible and latent heat fluxes from the surface within a hurricane model by adjusting the stability length in Monin–Obukhov similarity theory to account for spray effects on near-surface stratification. They predict an increase in the enthalpy transfer coefficient \(C_K\) at winds greater than 30–40 m s\(^{-1}\) due to spray and demonstrate that the inclusion of their observed changes in surface momentum and enthalpy flux acts to substantially intensify a simulated tropical cyclone.

With similar results, Andreas (2011) uses the bulk flux algorithm developed in Andreas et al. (2008) and Andreas (2010), which is based on the premise that interfacial and spray-mediated heat exchanges scale differently with wind speed, to show that spray contributions can enhance enthalpy fluxes at winds higher than roughly 20 m s\(^{-1}\). Even below this value of wind speed, he suggests that spray still plays a significant role in total heat transfer from the surface, compensating for the gap that exists between theoretically predicted interfacial heat fluxes (without spray) and those measured in the field (e.g., DeCosmo et al. 1996).

All of these modeling studies attempt to estimate the total amount of extra heat added to the atmosphere by spray. Despite the differences in the model details and assumptions, they all indicate that spray enhances the enthalpy flux at sufficiently high winds, beyond that predicted without spray. This conclusion, however, increasingly seems to be in contradiction with the few existing observations.

The Humidity Exchange over the Sea (HEXOS) measurements of vapor and sensible heat flux (DeCosmo et al. 1996) show no obvious dependence of the exchange coefficients of sensible and latent heat \((C_H\) and \(C_E\) respectively) with wind speed up to roughly 20 m s\(^{-1}\). These data, however, are used in conjunction with a microphysical model and the Tropical Ocean–Global Atmosphere Coupled Ocean–Atmosphere Response Experiment (TOGA COARE) version 2.6 bulk-flux algorithm (Fairall et al. 1996) to determine the relative contributions from interfacial and spray-mediated transfer (Andreas and DeCosmo 2002; Andreas et al. 2008). Andreas and DeCosmo (2002) show that the lack of wind speed dependence of the bulk moisture and sensible heat transfer coefficients does not imply the absence of spray effects at these wind speeds; rather, they conclude that the HEXOS data show that spray contributes up to 40% of the total latent heat flux at wind speeds as low as 15–18 m s\(^{-1}\).

Fluxes measured directly from aircraft in the Coupled Boundary Layer Air–Sea Transfer (CBLAST) experiment (Black et al. 2007) also indicate that transfer coefficients of sensible (Zhang et al. 2008) and latent
(Drennan et al. 2007) heat are independent of wind speed, up to roughly 30 m s\(^{-1}\). In his modeling study, however, Andreas (2011) shows that a wind speed of 30 m s\(^{-1}\) is at the lower boundary of where spray begins to cause an upward deviation of \(C_K\), suggesting that these measurements were not made at sufficiently high wind speeds to observe the effects of spray on enthalpy transfer. Furthermore, Andreas (2011) argues that when considering the scatter in the CBLAST measurements, the lack of wind speed dependence is not inconsistent with the theory that spray enhances the fluxes of sensible heat and enthalpy.

Recently, Bell et al. (2012) construct axisymmetric angular momentum and total energy budgets of Hurricanes Fabien and Isabel using data collected during the CBLAST program. With these budgets, they are able to indirectly compute surface enthalpy and momentum fluxes in regions of very high winds, albeit with significant uncertainty in the final values. They find no statistically significant fluxes in regions of very high winds, up to roughly 30 m s\(^{-1}\), heat are independent of wind speed out to 72 m s\(^{-1}\).

Here, \(u_i\) is the fluid velocity, \(\rho_f\) is the fluid density, \(\theta\) is the temperature, \(\alpha\) is the fluid thermal diffusivity.

2. Numerical Details

DNS solves the equations governing conservation of mass, momentum, and energy directly, and solutions explicitly resolve all length and time scales of a turbulent flow on the computational mesh. Their advantage lies in the fact that the governing equations are solved exactly (within numerical accuracy), thus requiring no modeling, but a disadvantage of DNS lies in the limited range of scales that can be feasibly computed. DNS, therefore, is clearly not a tool for simulating the entire hurricane boundary layer. Instead, we use DNS to gain insight into the physical processes occurring near the high-wind ocean surface in conditions that preclude direct observation or measurement. Such a use of DNS is becoming more prevalent (Abma et al. 2013; Mellado 2010) in the atmospheric sciences for gaining better understanding of small-scale processes.

Numerical details for our work have been described elsewhere (Richter and Sullivan 2013a,b), and only a brief summary is given here. The idealized carrier-phase flow is turbulent Couette flow, which develops between two infinite, parallel plates moving at equal and opposite speeds of \(U_0/2\). For studying sensible heat transfer, the bottom plate is given a fixed temperature of \(\theta_\text{bot} = 300\) K, while the top plate is given a temperature of \(\theta_\text{top} = 295\) K. It should be emphasized that throughout this study, the term “heat” refers to passive heat; that is, the temperature is a scalar field and there are no thermal buoyancy forces acting on the carrier phase. This numerical setup, therefore, physically represents a spray-laden, high-wind environment where shear turbulence production dominates buoyancy production. The flow is solved in a horizontally periodic (in \(x\) and \(y\)) box with height \(H\). The numerical discretization is pseudospectral in the \(x\) and \(y\) directions, and uses second-order finite differencing in the vertical \((z)\) direction. Time evolution is accomplished using a low-storage, three-stage Runge–Kutta scheme (Spalart et al. 1991).

The equations being solved are the incompressible Navier–Stokes equations (without buoyancy) for mass conservation:

\[
\frac{\partial u_i}{\partial x_j} = 0, \tag{1}
\]

momentum conservation:

\[
\frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} = -\frac{1}{\rho_f} \frac{\partial p}{\partial x_i} + \nu \frac{\partial^2 u_i}{\partial x_j \partial x_j} + \frac{1}{\rho_f} F_i, \tag{2}
\]

and energy conservation:

\[
\frac{\partial \theta}{\partial t} + u_i \frac{\partial \theta}{\partial x_j} = \alpha \frac{\partial^2 \theta}{\partial x_j \partial x_j} + \dot{Q}. \tag{3}
\]

Here, \(u_i\) is the fluid velocity, \(\rho_f\) is the fluid density, \(\theta\) is the fluid temperature, and \(\alpha\) is the fluid thermal diffusivity.
The term $F_i$ represents the momentum coupling force between the dispersed phase (particles) and the surrounding fluid, and likewise $\tilde{Q}$ represents the energy coupling between the two phases.

For the dispersed phase, individual Lagrangian point particles are tracked, each of which possesses a location, velocity, and temperature determined by the following equations:

$$\frac{dx_i}{dt} = v_i, \quad (4)$$

$$\frac{dv_i}{dt} = \left(1 + 0.15Re_p^{0.687}\right) \frac{1}{\tau_p} (u_{f,i} - v_i), \quad (5)$$

$$\frac{d\theta_p}{dt} = -\frac{Nu}{3Pr_f c_{p,p}} \frac{1}{\tau_p} (\theta_p - \theta_f). \quad (6)$$

In Eqs. (4)–(6), $x_i$ denotes the particle position (which does not necessarily coincide with the carrier-phase computational mesh), $v_i$ denotes the particle velocity, and $\theta_p$ denotes the particle temperature. Furthermore, $u_{f,i}$ and $\theta_f$ are the carrier-phase velocity and temperature interpolated, using sixth-order Lagrange polynomials, to the particle location. The terms $c_{p,f}$ and $c_{p,p}$ are the specific heats of the fluid and particle, respectively. The quantity $\tau_p$ is the acceleration time scale of the particle, given by the Stokes relation $\tau_p = \rho_p d_p^2 / 18 \mu_f$, where $d_p$ is the particle diameter and $u_f$ is the fluid dynamic viscosity.

Since the point-particle approach is being used (as opposed to resolving the flow around each individual particle), momentum and heat transfer at the particle surface is parameterized. In Eq. (5), the term containing $Re_p$ is a Reynolds number correction to the analytic Stokes drag over a sphere, where $Re_p$ is the particle Reynolds number defined as $Re_p = |u_{f,i} - v_i|d_p/\mu_f$ (Clift et al. 1978). In Eq. (6), $Nu$ is the particle Nusselt number, given empirically (Ranz and Marshall 1952) as a function of the particle Reynolds number and fluid Prandtl number ($Pr_f = \mu_f/\rho_f\alpha$):

$$Nu = \frac{\tilde{h}d_p}{\alpha \rho_f c_{p,f}} = 2 + 0.6 Re_p^{1/2} Pr_f^{1/3}, \quad (7)$$

where $\tilde{h}$ is the average heat convection coefficient over the particle surface. Since the motivation for this study is sea spray suspended in near-surface air, the ratio of specific heat is set to that of air and water at 300 K: $c_{p,f}/c_{p,p} = 0.24$, and the Prandtl number is set to that of air: $Pr_f = 0.71$. In a typical simulation, particle Reynolds numbers remain $O(1)$, and therefore typical values of $Nu$ averaged over the particles remain roughly between 2 (the zero-Reynolds-number case) and 5.

At each time step, after the carrier-phase equations are advanced, Eqs. (4)–(6) are solved for every particle in the domain, updating its position, velocity, and temperature given the local fluid velocity and temperature. The heat and momentum received by an individual particle is projected onto the carrier-phase computational mesh with opposite sign, reflecting a two-way coupling of energy and momentum between phases, and these are represented by the terms $F_i$ and $\tilde{Q}$ in Eqs. (2) and (3), respectively.

The point-particle approximation assumes that the particles being represented are much smaller than the smallest turbulent length scales in the flow. For this reason, they can be represented as point sources of heat and momentum. In the high-wind marine boundary layer, however, we estimate using the approximation of Bister and Emanuel (1998) for near-surface dissipation that for 10-m wind speeds near 50 m s$^{-1}$, the Kolmogorov length is $O(100 \mu m)$. This is computed using Eq. (6) of Bister and Emanuel (1998) with $C_D = 2 \times 10^{-3}$ at a height of 10 m [a similar result is obtained from the dissipation expression of Businger and Businger (2001)]. This value lies near the peak of typical spray size distributions (Andreas 1998; Fairall et al. 2009; Mueller and Veron 2009) [in fact, Andreas et al. (2008) find that droplets with radii near $100 \mu m$ represent well the total integrated spray heat flux contribution], implying that spray droplets are potentially near or possibly exceed the local Kolmogorov length scales. We expect the momentum coupling to be more sensitive than the thermal coupling to this possible violation of the point-particle approximation. Unfortunately, because of severe computational constraints, we cannot avoid this approximation and do not anticipate changes in our basic conclusions regarding the effect of spray on near-surface fluxes.

In the following sections, numerical experiments are carried out where the dispersed-phase mass loading $\phi_m$ (defined as the ratio of the total dispersed-phase mass to the total carrier-phase mass in the system), the dispersed-phase Stokes number (St$K = \tau_p/\tau_K$, where $\tau_K$ is the Kolmogorov time scale at the channel centerline), and the coupling combinations of sensible heat and momentum are varied. The mass loading is an indication of the spray concentration, while the Stokes number gives an indication of the relative inertial resistance of the spray particle to external motions. Unless otherwise noted, all simulations have a bulk Reynolds number of $Re_b = U_0\overline{H}v_f = 8100$, which corresponds to a friction Reynolds number of approximately $Re_f = u_w(H/2)/v_f \approx 122$, where $v_f = \mu_f/\rho_f$ is the fluid dynamic viscosity and $u_w$ is the friction velocity, defined through the wall stress $\tau_w$ as
where \( u_s = \left( \frac{r_w}{\rho_f} \right)^{3/2} \). The simulations are initialized with unladen, turbulent velocity and temperature fields, and particles are initially distributed homogeneously throughout the domain. After reaching a statistically steady state, spatial (over the homogeneous \( x \) and \( y \) directions) and temporal averages are collected over a nondimensional time of \( tU_0/H > 6000 \).

Finally, before presenting simulation results, a word on how to interpret this study is needed. The choice of turbulent Couette flow is not meant to literally represent the high-wind surface of the ocean. Rather, the simulations presented here are meant to illustrate how fluxes of passive sensible heat can be modified across a region of particle-laden turbulence that has similar characteristics to shear-dominated (i.e., neutrally buoyant), spray-laden flows immediately above the ocean surface. As will be discussed in the following section, Couette flow has the unique property that the total flux of heat is constant with height, and this not only mimics the constant-flux layer of the lower atmospheric boundary layer but allows for systematically making distinctions between cases with varying dispersed-phase characteristics.

Because this study is directed toward a basic, mechanistic understanding of heat fluxes in a turbulent environment in the presence of droplets (as opposed to a direct representation of the air–sea interface), the results and simulation parameters are cast in terms of dimensionless quantities throughout. Nevertheless, it is worthwhile to place the simulations into a physical context. In dimensional units, the plate velocity difference \( U_0 \) ranges from 3.18 to 7.07 m s\(^{-1}\), while the domain height ranges between \( H = 0.04 \) and 0.16 m over the various Reynolds numbers considered. This results in a horizontal domain with sides ranging with approximately 0.25 and 1 m. The droplets have radii of 100 \( \mu \)m compared to a centerline Kolmogorov length of approximately 400 \( \mu \)m. Since this relationship between the droplet radius and Kolmogorov scale was held fixed over all simulations, the particle density must be allowed to vary between 100 and 8000 kg m\(^{-3}\) in order to maintain specific particle Stokes numbers. The mass fraction is chosen to be 0.25 (unless otherwise noted), which, rather than attempting to quantitatively match existing droplet concentration measurements, is selected to represent the qualitatively high concentrations that likely exist in the immediate vicinity of the high-wind surface.

One last point should be made regarding the physical processes included here. While the current study incorporates momentum and sensible heat coupling between the phases, it does not consider droplet evaporation, which is essential for fully understanding near-surface thermodynamic exchanges. By neglecting particle evaporation, we are not suggesting that sensible heat exchange between the particles and carrier phase is somehow more important than latent heat exchange; instead, our goal is to first understand the simpler case of passive sensible heat transfer and add evaporative physics in future studies. The same can be said of salinity and polydispersity effects.

### 3. Results and discussion

#### a. Flux profiles

In Richter and Sullivan (2013a) we decompose the total flux of streamwise momentum into contributions from viscous stress, turbulent motions, and particle flux. For Couette flow, it can be shown that the total momentum flux remains constant across the channel height (where \( z \) is the distance from bottom wall), which provides an ideal setup for evaluating the relative effects of various sizes and concentrations of particles on cross-channel transport. The same process can be done for the total sensible heat flux \( H_{T,total} \) that is, the total heat flux across the channel can be shown to be constant with height and is decomposed in the following way:

\[
H_{T,total} = \rho_f c_{p,f} \langle w' \theta' \rangle - \rho_f c_{p,f} \alpha x \frac{\partial \theta}{\partial z} - \rho_f c_{p,f} \int_0^z \langle \tilde{Q}(z^*) \rangle \, dz^* = H_{T,surb} + H_{T,diff} + H_{T,part},
\]

where the first, second, and third terms on the right-hand side of Eq. (8) are the turbulent sensible heat flux, the (molecular) diffusive heat flux, and the heat flux contribution from the dispersed phase.

The heat flux contribution from the dispersed phase can be written in terms of particle statistics after performing an energy balance on the dispersed phase:

\[
\int_0^z \langle \tilde{Q}(z^*) \rangle \, dz^* = -\frac{c_{p,p}}{c_{p,f}} \frac{\langle \tilde{c} \rangle}{\rho_f} \langle w' \theta' \rangle_c,
\]

where \( c(z) \) is the dispersed-phase mass concentration, \( w'_c \) is the particle fluctuating wall-normal velocity, and \( \theta'_c \) is the fluctuating particle temperature. The notation \( \langle \cdot \rangle_c \) indicates averaging over the dispersed phase. Equation (9) indicates that the heat transported by the particles is related to the mass-weighted turbulent flux of the dispersed phase. Physically, this represents the heat that the particles carry as they are transported by carrier-phase wall-normal velocity fluctuations.

In a series of runs, the mass fraction was held constant at \( \phi_m = 0.25 \) and the particle inertia was varied between \( S_{tk} \approx 1 \) and \( S_{tk} \approx 10 \). For each Stokes number, all combinations of dynamical couplings are considered: momentum coupling (on, off) and thermal coupling (on, off).
The heat flux components for these cases are shown in Fig. 1.

In Figs. 1a and 1b, the trend is generally the same for particles of $St_K \approx 1$ and $St_K \approx 10$ as the couplings are modified. Starting with the unladen (black) case, the effect of momentum coupling only (green) is to reduce the total sensible heat flux across the channel—hence the slight leftward shift of the total flux component. In this case the particles are not contributing to the transport of sensible heat, and since the diffusive flux does not substantially change for any of the cases (except at the walls), the reduction in total flux is entirely due to a reduction in turbulent flux for both particle types. As shown in Richter and Sullivan (2013a), momentum coupling between the carrier and dispersed phases leads to a dampening of wall-normal velocity fluctuations, and this is manifested in the current case as less effective wall-normal turbulent transport of passive heat. For both particle masses ($St_K$), the reduction of the total heat flux is similar in magnitude.

Starting again with the unladen case (black), the effect of adding thermal coupling only (blue) is to significantly increase the total heat flux across the channel. Here, the additional particle heat transport is large—the dispersed-phase heat flux is about 45% of $\langle w'\theta' \rangle$ (30% of the total) for the $St_K \approx 1$ particles and 27% of $\langle w'\theta' \rangle$ (20% of the total) for the more massive particles. Since the particles have a heat capacity roughly 4 times larger than that of the surrounding air, they are able to efficiently transport a large amount of heat as they travel from the bottom (hot) to the top (cold) wall. With this additional source of heat transport, the mean temperature gradient is decreased across most of the channel (except very close to the walls—see the diffusive flux) as heat is more effectively mixed. This leads to a slight reduction in the turbulent flux.

When momentum coupling is turned on in addition to thermal coupling (magenta), a further reduction in the turbulent flux is observed owing to the damping of wall-normal fluctuations [as was the case for momentum coupling only (green), as stated above]. In this case, however, the reduced ability of carrier-phase turbulence to carry heat from the bottom to the top wall is compensated by an increase in the heat carried by the dispersed phase. For both Stokes numbers, the total flux remains nearly constant. This is qualitatively similar to our previous studies (Richter and Sullivan 2013a,b) where reductions in carrier-phase momentum flux were almost exactly compensated by momentum flux of the particles. With both couplings turned on, a hot parcel of air traveling away from the bottom wall transfers its upward momentum and heat to an element of the dispersed phase, netting zero additional total heat transfer since the dispersed phase is merely transferring heat that would have otherwise been delivered by the carrier phase. Ultimately, for both couplings turned on, the heat being carried by the dispersed phase is roughly 40% of the total flux for the $St_K \approx 1$ particles and 30% of the total flux for the $St_K \approx 10$ particles.

Finally, a discussion should be made regarding the effect of particle mass. Figure 1a shows that particles with $St_K = O(1)$ are more effective at transporting heat...
than those with $\text{St}_K = O(10)$ (Fig. 1b), which is consistent with our previous findings for momentum flux (Richter and Sullivan 2013a). As argued in Richter and Sullivan (2013a), preferential concentration, which occurs when particles are centrifuged from regions of high vorticity leading to locally high concentrations, is responsible for the enhanced transfer. At a Stokes number of zero, particles act as fluid tracers and would therefore carry no net heat or momentum. At sufficiently high Stokes number, particles are too massive to experience a large change in their trajectory and thus their concentration stays relatively homogeneous throughout the domain. Between these extremes, peaking at $\text{St}_K = O(1)$ (Rouson and Eaton 2001), the particle acceleration time scale is close in magnitude to the time scale of the smallest turbulent motions, resulting in clusters of particles that effectively transport heat and momentum away from the wall as they are ejected by near-wall vortical motions.

Figure 2 illustrates this phenomenon for the two Stokes numbers currently being studied. One feature of turbulent Couette flow is the presence of large streamwise rollers that exist in the channel center plane, whose imprint can be seen in the large low-speed streaks near the wall (blue streaks in Figs. 2a and 2c). These are in addition to smaller-scale streaks typical of wall-bounded turbulent flows. Low-speed streaks are typically correlated with regions of relatively warm fluid (Figs. 2b and 2d), since these locations indicate the upwelling of slow, warm fluid from the wall in convergence zones between near-wall vortices (Adrian 2007). In the same way, these regions are also capable of transporting large numbers of particles away from the wall (Figs. 2b and 2d), but this process depends on the mass of the particle. $\text{St}_K = O(1)$ particles are much more easily influenced by the surrounding flow than the $\text{St}_K = O(10)$; therefore, they preferentially concentrate into these same upwelling regions as they are centrifuged out of near-wall vortical motions. The $\text{St}_K = O(10)$ particles, on the other hand, cannot adjust to the surrounding fluid as quickly, and only accumulate in the strongest regions of upwelling, remaining much more uniformly distributed on average. In this way, the $\text{St}_K = O(1)$ particles are more effective at transporting heat away from the walls (seen in Fig. 1) since their location is more highly correlated with wall-normal motions, allowing them to carry heat gained from the warm, near-wall fluid.

b. Transfer coefficients

The fluxes displayed in Fig. 1 can be cast in terms of a model transfer coefficient $C_H$. For the Couette geometry, we define $C_H$ using the computed values of the heat flux at the channel centerline:

$$H_f(H/2) = \rho_f c_p f C_H U_0 \Delta \theta_{\text{wall}}.$$  

Here, $U_0$ is used as the velocity scale, and $\Delta \theta_{\text{wall}}$, the temperature difference between the top and bottom plate, is used as the temperature scale.

As noted in Richter and Sullivan (2013b), a choice exists between using $H_{T,\text{total}}$ or only $H_{T,\text{turb}}$ in defining the heat transfer coefficient:

$$C_{H,\text{total}} = \frac{H_{T,\text{total}}(H/2)}{\rho_f c_p f U_0 \Delta \theta_{\text{wall}}}$$  

and

$$C_{H,\text{turb}} = \frac{H_{T,\text{turb}}(H/2)}{\rho_f c_p f U_0 \Delta \theta_{\text{wall}}}.$$  

The difference between these quantities is the heat flux contributed by the dispersed phase (and a small contribution from the diffusive flux), and $C_{H,\text{turb}}$ is based on the turbulent flux that in practice would result from solely measuring the eddy correlation ($w^'\theta^'$).

In an additional series of runs, the mass fraction is varied between $\phi_m = [0.1, 0.25, 0.5]$ for both particle Stokes numbers. The two different measures of $C_H$ are plotted in Fig. 3 as a function of $\phi_m$ ($\phi_m$ can be thought of as a surrogate for wind speed since spray concentrations increase with wind).

Figure 3 illustrates that with increasing concentrations of dispersed phase, the total heat flux (squares) increases nearly linearly. The contribution from the turbulent flux (circles), however, decreases with increasing concentration, as more and more heat is being carried by the particles. For any given mass fraction, this trend is enhanced when $\text{St}_K = O(1)$ (blue symbols).

As the mass loading $\phi_m$ increases, the total available particle mass that can contribute to wall-normal transport of heat increases. This simple fact is the primary reason behind the increase of $C_H$ in Fig. 3. As we mention in the previous section, the ratio of the specific heat of water versus that of air is roughly a factor of 4, so an individual particle is much more efficient at transporting heat than the same mass of air. At the same time, the time scale governing the thermal response of the particle is roughly 5 times larger than that for air for the particles chosen for this study [this can be computed from the terms in the right-hand sides of Eqs. (5) and (6) using $\text{Re}_p \approx 1$ and $\text{Nu} \approx 2$], which physically implies that the particle takes 5 times longer to adjust its temperature than its velocity when entering a region of differing fluid velocity and temperature. Therefore, an individual particle often finds itself in temperature disequilibrium as it is transported by carrier-phase motions, and this further contributes to its effective transport of heat.
The bulk flux algorithm of Andreas et al. (2008) for computing sensible and latent heat fluxes is based on the idea that so-called interfacial fluxes scale differently than spray fluxes with wind speed, and efforts are made by the authors to separate these behaviors using an existing interfacial flux model (COARE 2.6; Fairall et al. 1996) and the HEXOS (DeCosmo et al. 1996) and Fronts and Atlantic Storm-Track Experiment (FASTEX; Joly et al. 1997) datasets. While the current simulations take place in an idealized geometry and are not meant to exactly represent the high-wind marine boundary layer, the qualitative importance of spray in exchanging sensible heat agrees with the findings of Andreas et al. (2008). Namely, at high wind speeds where spray concentrations are large, the sensible heat transfer is mostly due to spray-mediated exchanges. At the highest mass fraction simulated ($\phi_m = 0.5$), the flux of heat due to spray exceeds that of the turbulent carrier phase—an occurrence that the flux algorithm of Andreas et al. (2008) predicts around 10-m wind speeds of roughly $27 \text{ m s}^{-1}$ (see their Fig. 8).

**Fig. 2.** Contours of streamwise velocity fluctuations (a),(c) normalized by $U_0$ and contours of temperature fluctuations and (b),(d) normalized by $\Delta T_{\text{wall}}$ (the temperature difference between the bottom and top walls of the domain) at a height of $z/H = 0.1$. Instantaneous particle locations are included in (b),(d). (top) Contours for $St_K = O(1)$ and (bottom) contours for $St_K = O(10)$. Both cases have momentum and thermal coupling active. Note particle sizes are not to scale.
The increase of total sensible heat with spray concentration does not appear to be confirmed in measurements, however. The HEXOS dataset (DeCosmo et al. 1996) measures sensible heat exchange and, according to Andreas et al. (2008), captures the effects of spray despite no observable increase in $C_H$ with wind speed. More recent measurements of total enthalpy fluxes (Bell et al. 2012; Jeong et al. 2012; Zhang et al. 2008) also do not indicate an observable increase of the enthalpy exchange coefficient with wind speed. While these appear to be in contradiction with our simulations, a few important items must be noted. First, the total enthalpy flux is not the same as sensible heat flux, and the effects of evaporation and latent heat fluxes are not yet included in our simulations. Second, these measurements do not distinguish between interfacial (carrier phase) fluxes and spray-mediated fluxes. Andreas (2011) argues, for the case of the HEXOS data, that the lack of wind speed dependence on total exchange coefficients is due to a simultaneous reduction of the interfacial transfer coefficients with a similar-in-magnitude increase of the coefficient due to spray-mediated transfer. That is, a constant heat transfer coefficient does not necessarily imply an absence of spray effects. Finally, observational uncertainty could also explain the lack of wind speed dependence on $C_K$ found in the existing observational studies. Since measurements of $C_K$ (and $C_H$) are extremely difficult to make in high-wind conditions, these studies must be interpreted with the understanding that they have significant limitations. For example, many of the CBLAST measurements were taken at heights near the boundary layer height (Black et al. 2007), well above the surface layer, and the experiments done by Jeong et al. (2012) were done in a finite-length tunnel, which leads to uncertainty in the amount of re-entrant spray present in the experiment (and thus their estimate of total heat flux from the surface).

It is also interesting to consider the ratio $C_H/C_D$ in the current simulations as an indicator of the ratio $C_K/C_D$, which has been identified as an important parameter in predicting maximum possible tropical cyclone strength (Emanuel 1995). As mentioned above, the sensible heat flux is a fundamentally different quantity than the enthalpy flux, and the present numerical setup is not meant to provide quantitative information about the marine boundary layer. However, information about the relative importance of spray can be identified.

Figure 4 shows $C_H/C_D$ as a function of $\phi_m$ with the same symbol notation as in Fig. 3. As in Richter and Sullivan (2013b), the model drag coefficient for the Couette flow simulations can also be defined based solely on the turbulent stress ($C_{D,turb}$) or the total ($C_{D,total}$), which includes momentum carried by the dispersed phase. Although it is not shown here, a monotonic reduction of the turbulent momentum flux coefficient $C_{D,turb}$ occurs with increasing $\phi_m$, while the total increases only slightly. Therefore, the quantity $C_{H,total}/C_{D,total}$ (squares) is mostly dictated by the behavior of $C_{H,total}$, which increases nearly linearly with $\phi_m$ for both particle Stokes numbers. Because $C_{D,turb}$ decreases with increasing $\phi_m$, the quantity $C_{H,turb}/C_{D,turb}$ (circles) decreases less rapidly with $\phi_m$ than does $C_{H,total}$ alone. Figures 3 and 4 illustrate an important point: if the transfer of heat and momentum carried by the dispersed phase is ignored (e.g., by only measuring the turbulent fluxes in the presence of spray), the measured behavior of the sensible heat exchange coefficient and its strength relative to the momentum exchange coefficient can significantly underestimate the total.

c. Injection

The simulations described up to this point have not considered a gravitational force on the particles, and since the particles collide elastically with the walls, none enter or exit the domain. To create a situation more akin to the physical air–sea interface, additional simulations are performed where gravity acts to settle the particles downward (buoyancy is still neglected in the carrier-phase motions). For every particle that leaves the domain, a new particle is injected upward from the bottom wall at a random location with a velocity chosen...
from a uniform random distribution between 0 and $U_0/2$ and a temperature of $\theta_{\text{inj}} = 300$ K. That is, each particle enters the domain with the same temperature as the bottom wall in an attempt to mimic spray originating from the ocean surface. Two runs are made, each with a mass fraction of $\phi_m = 0.25$: one for $St_K = 13.5$ and one for $St_K = 1.3$. The gravitational acceleration is modified in each case to set $\gamma_g/\gamma_K = 0.4$, where $\gamma_g$ is the particle settling velocity and $\gamma_K$ is the Kolmogorov velocity scale at the channel centerline. Thus, the strength of the turbulence relative to the particle-settling tendency is equal in both cases, despite the difference in particle inertia.

Figure 5 shows the mean number concentration and mean temperature profiles for the injection cases. In the presence of gravity, the more massive particles (red) distribute nearly homogeneously across the channel height, while the less massive particles (green) show a decrease in their concentration with height since their initial injection velocity (which is in the same range for both particle Stokes numbers) is not adequate to propel them beyond the channel midplane before they are swept up by carrier-phase motions. Note that the vertical distributions of particles is not what one would expect in the physical system since this is an idealized scenario where the gravitational settling has been set to match turbulent fluctuations. Figure 5b shows that the injection of particles substantially increases the carrier-phase temperature across the channel, indicating that the dispersed phase is injecting large amounts of heat into the system.

To illustrate this heat injection more directly, Fig. 6 shows the same flux profiles as shown in Fig. 1. Comparing the total fluxes with those from the previous simulations (Fig. 1), it is clear that the injection of particles increases the total amount of heat being transported from the bottom to the top boundary, which is expected since external heat is now being added to the domain. Focusing only on the $St_K = 1.3$ (green) case, the particle heat flux greatly exceeds the turbulent flux in the lower half of the channel, while a sharp dropoff in particle flux coinciding with the decrease in particle
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**Fig. 4.** Values of $C_{H,\text{total}}/C_{D,\text{total}}$ and $C_{H,\text{sub}}/C_{D,\text{sub}}$ as a function of $\phi_m$. Black symbols indicate the unladen case. Green symbols are for $St_K \approx 10$ and blue symbols are for $St_K \approx 1$. Squares and circles are denoted in the legend.
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**Fig. 5.** (a) Mean number concentration ($n_p$) normalized by the homogeneous concentration $n_{p,0}$ as a function of channel height. (b) Mean temperature deficit ($\theta - \theta_{\text{bot}}$) normalized by $\Delta \theta_{\text{wall}}$. Black curves are for unladen case, green curves are for $St_K = 1.3$ case, and red curves are for $St_K = 13.5$ case.
concentration causes the turbulent flux to exceed the particle flux in the upper half of the domain. For the higher Stokes number (red), the dispersed-phase heat flux is generally larger in magnitude (as is the total heat flux), which is mostly due to the larger amount of heat contained in each individual particle entering the system. For Couette flow, the total flux must remain constant with height, so the decrease in dispersed-phase heat flux seen in the St\(_K\) = 1.3 case near the channel centerline is compensated by an increase in turbulent flux in the upper half of the domain. The extra heat flux due to the injection of the dispersed phase is thus eventually carried by turbulent motions in regions where the particle concentration becomes low. If one interprets this in the context of the spray-containing layer in the high-wind marine atmospheric surface layer, then it would indicate that any enhanced heat flux from the surface due to the ejection of spray would be present in direct (i.e., eddy correlation) turbulent flux measurements taken above the spray layer, assuming that the total flux was constant with height (as is normally assumed for the surface layer).

In the CBLAST field campaign (Black et al. 2007), this is done for moisture fluxes (Drennan et al. 2007) using aircraft measurements taken at various heights throughout the atmospheric boundary layer (but well above the surface layer), and enhanced moisture fluxes are not found at high winds. Therefore, if spray is in fact enhancing fluxes of sensible heat (in our case) or moisture (in their case), then some competing mechanism may exist that offsets this enhancement, such as a compensating reduction in interfacial fluxes (such that the total remains the same), or through thermodynamic processes occurring near the surface that are not accounted for in either the current simulations or other spray modeling attempts.

d. Effect of Reynolds number

Finally, the effect of the Reynolds number of the flow is investigated in order to establish an idea of whether the changes to heat flux described in the previous sections would be expected at more realistic Reynolds numbers. As the Reynolds number increases, the separation between the largest, energy-containing scales and the dissipation scales grows. Since the particle diameters are on the order of the dissipation scales or smaller, the question of whether they can remain effective when turbulent heat transport is being accomplished by motions much larger than their size is essential. To therefore probe the effectiveness of the particle contribution to heat fluxes at larger-scale separations, identical simulations to those originally described (i.e., no particle injection or particle gravity) are run with both thermal and momentum coupling turned on, \( \varphi_m = 0.25 \), and for both \( \text{St}_K = O(1) \) and \( \text{St}_K = O(10) \). The original case has \( \text{Re}_b \approx 125 \), and two additional simulations of \( \text{Re}_b \approx 320 \) and \( \text{Re}_b \approx 900 \) are added. In these cases, the Reynolds number is increased by successively doubling \( H \) as well as increasing \( U_0 \). The bulk Reynolds number varies as \( \text{Re}_b = [8100, 24000, 72000] \). The grid resolution is increased in order to maintain the same grid spacing as a ratio of the Kolmogorov turbulence length scale.

Figure 7 shows the contributions from the various flux components, just as in Fig. 1, for each Reynolds number. Several features are observed as the Reynolds number is varied. First, the influence of thermal diffusion (dotted lines) is further confined to regions near the walls as \( \text{Re}_b \) increases, as is expected at higher Reynolds numbers. Second, focusing only on the unladen cases (black curves), the total heat flux, when normalized by \( U_0 \Delta \theta_{\text{wall}} \), decreases with Reynolds number. In dimensional terms (not shown), the total flux increases with \( \text{Re}_b \), but not as quickly as \( U_0 \). Therefore, the normalization causes a downward shift in the normalized heat flux.

When the effect of particles is introduced, the total heat fluxes for all cases increase substantially—more so for the St\(_K\) = O(1) cases (blue curves) than for the St\(_K\) = O(10) cases (green curves). For St\(_K\) = O(1), the increase in the total flux is above 40% for all Reynolds numbers, and is due entirely to a large increase in the particle heat flux. For each St\(_K\), the normalized value of \( H_{T,\text{part}} \) is nearly unchanged as \( \text{Re}_b \) is increased, suggesting that the particle flux scales strongly with the temperature.
difference between the walls, which is consistent with the physical picture that particles absorb heat near the bottom surface and later release it near the top.

The nearly constant values of particle heat flux emphasize the dramatic changes to the turbulent heat flux. The unladen turbulent heat flux decreases with Reynolds number when normalized by $U_0 D u_{wall}$, again owing to the increase in $U_0$. As a fraction of the unladen turbulent heat flux, however, $H_{T,turb}$ for the particle-laden cases decreases with Reynolds number, indicating a change in the turbulent heat transport efficiency. Since for these simulations the momentum coupling between the two phases is active, this reduction in $H_{T,turb}$ is largely due to a decrease in the wall-normal velocity fluctuations (not shown). For $Re_b = 72 000$, the particle and turbulent heat fluxes are nearly equal in magnitude across the channel.

As before, one can define $C_H$ based on the various flux components. In this case, the transfer coefficient $C_{H,part}$ based on the particle flux is included as well. Analogous to Eqs. (11) and (12), we define this quantity as

$$C_{H,part} = \frac{H_{T,part}(H/2)}{\rho_f c_p f U_0 \Delta \theta_{wall}}.$$  \hfill (13)

Figure 8 shows the $C_H$ quantities as a function of Reynolds number for each value of $St_K$. The trends described previously can be seen in Fig. 8. Namely, the reduction of both the total and turbulent fluxes for all cases appears linear (on a semilogarithmic plot) with increasing

**Fig. 7.** Heat flux components $H_{T,\text{diff}}$ (dotted), $H_{T,\text{part}}$ (dashed–dotted), $H_{T,turb}$ (dashed), and $H_{T,\text{total}}$ (solid) for (a) $Re_b = 8100$, (b) $Re_b = 24 000$, and (c) $Re_b = 72 000$. Colors indicate $St_K$: black is unladen (both uncoupled), blue is $St_K = O(1)$, and green is $St_K = O(10)$.  

---

**Figure 8** shows the $C_H$ quantities as a function of Reynolds number for each value of $St_K$. The trends described previously can be seen in Fig. 8. Namely, the reduction of both the total and turbulent fluxes for all cases appears linear (on a semilogarithmic plot) with increasing
Re_b. Furthermore, for all St_K, the value of C_{H, total} is substantially larger than its unladen value, while C_{H, turb} would suggest a significant underestimate of the total heat being carried across the channel. More importantly, Fig. 8 illustrates that the particles, rather than having a diminishing effect as the separation between the smallest and largest scales is enlarged, account for more and more of the total heat flux across the channel. As Re_b is increased, the value of C_{H, part} remains roughly uniform (as discussed above), while the total value decreases owing to the reduction of C_{H, turb}. Aside from modifying the turbulence, which we will not discuss presently, the particles provide an efficient source of transporting heat between the Couette cell walls, even with increasing scale separation. Although the particle size is small compared to the turbulence length scales, they are transported along motions of all scales, transporting heat with them.

Finally, Fig. 9 plots the ratio C_H/C_D as a function of Reynolds number, using both the turbulent flux values (circles) and total flux values (squares). With increasing Reynolds number, both definitions of C_H/C_D for the unladen cases (black) remain nearly constant. Since Fig. 8 shows that both C_{H, turb} and C_{H, total} decrease with Reynolds number for the unladen case, the independence of both definitions of C_H/C_D with Re_b indicates that the turbulent transport of both momentum and heat are changing in the same way as the Reynolds number is increased. With the effect of particles of either St_K, however, the ratio C_{H, total}/C_{D, total} increases substantially with Re_b, illustrating that C_{D, total} (not shown) decreases with Re_b at a faster rate than C_{H, total}.

At the same time, the dependence of C_{H, turb}/C_{D, turb} on Re_b is weaker than that of C_{H, total}/C_{D, total}, and depends on particle characteristics. Particles with St_K = O(1) have C_{H, turb} decreasing more slowly relative to C_{D, turb}, while particles with St_K = O(10) show a faster decrease of C_{H, turb} relative to C_{D, turb} as Re_b increases. This behavior highlights the difference between the modification of momentum flux (which, again, will not be discussed in detail presently) and the modification of heat flux by the particles. In terms of sensible heat, the particles have the ability to greatly increase the total flux beyond its unladen value by providing a particle flux that can, at high Re_b, be of the same order as the turbulent flux (cf. Fig. 7). The same is generally not true of the momentum flux, where the particles do not cause increases in the total flux beyond the unladen values (not shown).

In this way, while C_{H, total} still decreases with Re_b in the particle-laden simulations, the rate of decrease is diminished by the additional particle flux (which, recalling from Fig. 8, remains relatively unchanged with Re_b), while C_{D, total} does not have an analogous mechanism. The result is an increase of the ratio C_{H, total}/C_{D, total} with Re_b. This effect is more pronounced when...
\[ \text{St}_K = O(1) \]. As before, a ratio \( C_{K} / C_D \) computed with turbulent fluxes in regions of high spray concentration would greatly underestimate the same ratio computed with the total fluxes, and this is entirely a result of the enhanced sensible heat flux due to particles.

In the context of the spray-laden marine boundary layer, Figs. 8 and 9 suggest that spray-mediated heat transfer from the water surface will be significant even at atmospheric scales. Figure 8 shows that the particle heat flux is minimally dependent on \( Re_p \). Instead, this spray-mediated transfer scales with the plate temperature difference \( \Delta \theta_{\text{wall}} \), indicating a much stronger dependence of the particle heat flux on air–sea temperature differences than characteristics of the near-surface air turbulence. While the current simulations do not claim to simulate the ocean surface, the increase of the particle heat flux as a fraction of the turbulent heat flux is qualitatively similar to the faster scaling of spray-mediated heat flux with wind speed compared to that of the interfacial flux (Andreas et al. 2008).

4. Conclusions

Thermal coupling between a dispersed and carrier phase in turbulent Couette flow is used to examine the ability of spray in the near-surface marine boundary layer to transfer sensible heat to the atmosphere. The direct numerical simulations performed are not an explicit representation of the air–sea interface; rather, the idealized numerical study performed here is used to gain an understanding of the fundamental importance of spray-mediated sensible heat fluxes in a shear-dominated (neutrally buoyant) environment. By monitoring the contributions of the total heat flux from both the turbulent motions of the carrier phase and the dispersed phase, it is found that the dispersed phase greatly enhances the sensible heat flux across the Couette cell beyond what is done by carrier-phase turbulent motions alone. A single particle, when pushed to the bottom (hot) wall, absorbs heat, which it then carries across the channel as it is transported by turbulent motions. Particles with acceleration time scales of the same order as the near-wall motions [designated by \( \text{St}_K = O(1) \) here] are more efficient at cross-channel transport since they preferentially concentrate in turbulent ejection regions near the bottom wall. To further demonstrate that spray in the high-wind boundary layer will have this effect, cases were also run with particle injection at the bottom surface, showing an even further enhanced flux of heat across the channel as well as a significant change in the temperature distribution.

The current simulations suggest that spray greatly enhances the flux of sensible heat at the ocean surface, but this is not seen in many of the available measurements of surface heat, moisture, and enthalpy fluxes. We believe this difference is a combination of the inability of measurements to distinguish between spray-mediated and interfacial fluxes, inherent uncertainty in existing observations, and a lack of evaporative thermodynamics in our simulations.
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