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Abstract Oceanic bubbles play an important role in the air-sea exchange of weakly soluble gases at
moderate to high wind speeds. A Lagrangian bubble model embedded in a large eddy simulation model is
developed to study bubbles and their influence on dissolved gases in the upper ocean. The transient
evolution of mixed-layer dissolved oxygen and nitrogen gases at Ocean Station Papa (508N, 1458W) during
a winter storm is reproduced with the model. Among different physical processes, gas bubbles are the most
important in elevating dissolved gas concentrations during the storm, while atmospheric pressure governs
the variability of gas saturation anomaly (the relative departure of dissolved gas concentration from the
saturation concentration). For the same wind speed, bubble-mediated gas fluxes are larger during rising
wind with smaller wave age than during falling wind with larger wave age. Wave conditions are the primary
cause for the bubble gas flux difference: when wind strengthens, waves are less-developed with respect to
wind, resulting in more frequent large breaking waves. Bubble generation in large breaking waves is
favorable for a large bubble-mediated gas flux. The wave-age dependence is not included in any existing
bubble-mediated gas flux parameterizations.

1. Introduction

Air-sea gas exchange is an important process in the earth system. It influences the partitioning of gases
between the ocean and the atmosphere. It also determines the mixed-layer gas contents available for
advection into the ocean interior and for oceanic biogeochemical cycling. At low wind speeds
(u10<!7 m s21), the ocean surface is unbroken and gas exchange is governed by diffusive and turbulent
processes within the thin layer close to air-sea interface. Gas exchange in this regime has been relatively
well studied by theoretical, laboratory, and field investigations [e.g., J€ahne and Haußecker, 1998; Wanninkhof
et al., 2009]. At moderate to high wind speeds (u10>!7 m s21), gas bubbles entrained into the ocean pri-
marily by breaking waves contribute significantly to the total air-sea gas flux [e.g., Farmer et al., 1993; Asher
et al., 1996; D’Asaro and McNeil, 2007].

After entrained into the ocean by breaking waves, gas bubbles rise due to their buoyancy, while turbulence
acts to trap them inside the surface ocean boundary layer. Bubble plumes penetrating the ocean surface
boundary layer are commonly observed with acoustical techniques [e.g., Farmer and Li, 1995; Vagle et al.,
2010] and are indicative of downward branches of the Langmuir circulations, counter-rotating vortices ori-
ented downwind, that arise from the intraction between surface gravity waves and currents [e.g., Leibovich,
1983; Thorpe, 2004]. Small bubbles with small buoyant rising speeds are mixed downward and dissolve
completely. Large bubbles exchange gases while in the water and eventually burst at the ocean surface.
The two end-members, categorized as completely dissolved bubbles and partially dissolved bubbles [e.g.,
Fuchs et al., 1987; Keeling, 1993; Woolf, 1997], play different roles in air-sea gas exchange. Intuitively,
completely dissolved bubbles can only inject gases into water while partially dissolved bubbles can mediate
flux either into or out of the ocean depending on the dissolved gas saturation level. This separation of bub-
bles is crucial to the development of a mechanistically based gas flux parameterization: gas flux associated
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with completely dissolved bubbles is determined only by the air amount in this type of bubble and the
atmospheric mole fraction of a gas, while gas flux through partially dissolved bubbles is also influenced by
gas solubility, gas diffusivity, bubble properties (e.g., clean or dirty bubbles), and dissolved gas concentra-
tion. The bubble effect on air-sea gas flux is larger for less soluble gases and when the wind is stronger. The
qualitative role of bubbles is now well understood: bubbles enhance the total air-sea gas transfer rate by
providing additional interfaces for gas transfer, i.e., bubble surfaces; and they drive the surface ocean to
supersaturation because the total pressure on bubbles includes hydrostatic pressure and surface tension in
addition to atmospheric pressure. However, the quantitative role of bubbles is still very uncertain. Several
observational and numerical studies [e.g., Woolf and Thorpe, 1991; Hamme and Emerson, 2002; McNeil and
D’Asaro, 2007; Stanley et al., 2009; Vagle et al., 2010; Nicholson et al., 2011; Liang et al., 2013; Emerson and
Bushinsky, 2016; Manning et al., 2016] have attempted to quantify the effect of gas bubbles on air-sea gas
flux. Parameterization from these studies assume that wind speed is the sole factor in determining bubble
gas flux, and each parameterization has achieved success in the individual scenarios and data sets studied.
However, the evident difference in the quantitative expressions for bubble-mediated gas flux among these
studies [see Liang et al., 2013, Figure 5] indicates significant underlying uncertainties in those formulas.
While the formulation uncertainties can be partially attributed to uncertainties in measurements and mod-
els, it may also imply that other factors beyond wind speed play a nonnegligible role in the total gas flux.
Considering that bubbles are entrained by breaking waves and the amount and size of breaking waves can
differ for the same wind speed, it is plausible that wave conditions are an additional factor influencing
bubble-mediated gas flux. Woolf [2005] proposed a wave-dependent parameterization for gas transfer rate.
According to the parameterization, gas transfer rate is higher when waves are more mature based on the
fact that whitecap coverage is larger in a more mature sea.

The objectives of this study are to further our understanding of bubble-mediated gas exchange by (1)
improving a mechanistically based modeling framework for the evolution of bubbly flows and gases in the
upper ocean; (2) exploring the relative importance of bubbles and other physical processes in determining
upper ocean gas concentrations and gas saturation anomalies under storm conditions; and (3) examining
qualitatively the influence of wave conditions on bubble-mediated gas flux. To achieve the objectives, the
transient evolution of bubbly flows and dissolved gases under a North Pacific winter storm in 2011 is simu-
lated and is compared with in situ observation. Bubble gas fluxes are analyzed. Section 2 describes data;
section 3 presents the numerical framework and the way it is configured; section 4 shows the numerical
results compared with observations; section 5 discusses the results in section 4; and section 6 is a summary.

2. Data Description

Ocean Station Papa is located at [508N 1458W], within the subpolar northeastern Pacific gyre close to the
Gulf of Alaska, a region of strong and frequent winter storms, and a sink for atmospheric CO2 [Fassbender
et al., 2016]. Since summer 2007, the National Oceanic and Atmospheric Administration (NOAA) surface
mooring at Station Papa has made continuous high-resolution measurements of environmental conditions
on both sides of the air-sea interface [Cronin et al., 2015]. Measurements include wind/currents, atmospher-
ic/oceanic temperature, humidity, ocean salinity, atmospheric pressure/seawater gas tension, air and sea
partial pressure of CO2, and radiative fluxes. Critical to this study were the oxygen sensor and gas tension
device mounted on the bridle that allow the determination of O2 and N2 at a depth of approximately 1 m
every 3 h [Emerson et al., 2008]. Directional wave spectrum is measured by a nearby waverider buoy since
2010 [Thomson et al., 2013]. Physical measurements on the surface mooring were generally sampled at
between 1 min and 1 h intervals, with most at 10 min intervals; wave spectrum were sampled every half
hour, while biogeochemical and gas measurements were sampled every 3 h.

For the purpose of this study, a 15 day period starting at 12:00 A.M. on 14 November 2011 (GMT) was select-
ed from the available data between summer 2011 and summer 2012. In the first 2 days of this period, the
wind speed was low and U10 was mostly below 5 m s21 (Figure 1a). Between day 2.5 and day 3, the wind
strengthened and U10 increased to more than 20 m s21. At the same time, there was a strong net cooling
flux (!450 W m22) due primarily to strong sensible and latent heat fluxes at the ocean surface associated
with the strong winds (Figure 1b). After day 3, the winds gradually weakened while fluctuating. During
most of the 15 day period, surface gravity waves were well developed with wave age (cp=u# with cp the
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peak wave phase speed and u# the atmospheric friction velocity) larger than 30. During periods when the
wind increased drastically, i.e., between day 2.5 and day 3, day 5 and day 5.5, and day 13 and day 14, waves
were less-developed with respect to the wind and wave age was smaller than 30 (Figure 1c). Atmospheric
pressure was close to standard atmospheric pressure (1013.25 mb) in the first 6 days, although there was a
slight decrease (!10 mb or 1%) at the beginning of day 3 before the wind strengthened. After day 6, atmo-
spheric pressure dropped sharply by about 3% to approximately 980 mb on day 8 (Figure 1d) and gradually
recovered until day 15. The concurrent high-frequency measurements of meteorological conditions, waves,
subsurface hydrography, and gases permit a detailed examination of air-sea gas transfer processes and
comparisons with process-oriented computer models. The relatively high wind speed and the variable wave
conditions guarantee a noticeable bubble effect and enable our investigation of the influence of wave.

3. Model Description

The numerical model uses large eddy simulation (LES) techniques, coupled with explicit calculations for gas
bubbles and dissolved gases. In particular, the model has a dynamic component, a dissolved gas compo-
nent, and a bubble component. The model framework is described in Liang et al. [2011] except that the
bubble component has been improved by simulating bubbles as a representative Lagrangian ensemble,
rather than as a set of Eulerian fields in discrete bulk size classes.

The ocean model is the National Center for Atmospheric Research large eddy simulation (NCAR-LES) model
[e.g., Moeng, 1984; McWilliams et al., 1997]. It solves the modified incompressible Navier-Stokes equations,

Figure 1. Meteorological conditions: (a) 10 m wind speed, (b) net heat flux, (c) wave age, and (d) sea level pressure for a 15 day period in
November 2011. Day 0 corresponds to 12:00 A.M., 14 November 2011. The dashed line in Figure 1b indicates the critical wave age (cp/
u* 5 30) when waves are fully developed. When wave age is larger than 30, waves are mature. When wave age is smaller than 30, waves are
not fully developed.
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including the phase-averaged effects of surface gravity waves by means of the Craik-Leibovich vortex force
[e.g., Craik and Leibovich, 1976; Suzuki and Fox-Kemper, 2016]. Bubbles-induced buoyancy change is included
in the model as a density anomaly in the dynamical equations [Liang et al., 2012]. The LES model simulates
the turbulent large eddies in the oceanic surface boundary layer explicitly, particularly Langmuir circulations
that deepen the mixed layer and trap buoyant bubbles in downwelling convergence zones. The NCAR-LES
model has been used to explore oceanic boundary layer turbulence under a range of surface and lateral
influences [e.g., Sullivan and McWilliams, 2010; Van Roekel et al., 2012; Kukulka et al., 2013; Hamlington et al.,
2014]. Detailed model formulations have been reported in existing publications [e.g., McWilliams et al.,
1997; Sullivan et al., 2007] and are not repeated here. The LES model provides the turbulence and tempera-
ture environment for the evolution of dissolved gases and bubbles.

Dissolved gas concentrations are modeled as passive tracers by solving advection-diffusion equations. Gas-
es are advected by turbulent flow fields resolved in the LES model, and diffused in conjunction with the LES
subgrid model for unresolved turbulence. Sources and sinks for dissolved gases include air-sea diffusive gas
fluxes at the ocean surface, bubble gas fluxes provided by the bubble model. Biogeochemical effects on
both O2 [Bushinsky and Emerson, 2015] and N2 [Emerson et al., 2002] in the winter-time subarctic North Pacif-
ic surface water are small compared to the contribution from air-sea gas flux in the relatively short period
examined here and are neglected in the model. Here gas bubbles are modeled in a Lagrangian framework
and are tracked as a number (approximately 8 million for the simulations shown below) of individual ‘‘super-
bubbles,’’ each of which represents a certain amount of actual bubbles. For each Lagrangian superbubble, a
set of ordinary differential equations (ODEs) for its location (x), gas amounts (nj with j 5 1 and 2 for O2 and
N2, respectively) and radius (r) are integrated [e.g., Woolf and Thorpe, 1991; Baschek et al., 2006]:
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In equation (1) for the Lagrangian trajectory, the resolved velocity (ur) is interpolated from the LES solutions;
bubble buoyant rising speed (wb) follows the size-dependent formula suggested by Woolf and Thorpe
[1991]; the subgrid-scale velocity (us) is calculated by integrating a stochastic differential equation following
Weil et al. [2004]:
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where r2
s 52es=3 is the isotropic stress with es the subgrid-scale turbulent kinetic energy from the LES mod-

el; e is dissipation rate, and dni is a Gaussian white noise. Following the parameterization of Weil et al. [2004]
as, fs5hr2
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with r2
av the resolved velocity variance, and subscript i indicates horizontal dimen-

sion. The subgrid-scale velocity is negligible except close to the surface where turbulence is poorly resolved.
In equation (2) for gas amount in bubbles, gas transfer rate through individual bubbles (kbub) is calculated
with the formulas proposed by Leifer and Patro [2002]; Sj is gas solubility; vj5

njP
nj

is the atmospheric frac-

tion of gas j; pw is the water pressure; patm is atmospheric pressure, c is the surface tension coefficient; and
cwj is the concentration of dissolved gases around the superbubble interpolated from the dissolved gas
model. The turbulence fields, temperature field, and gas fields at each time step from the dynamic and the
dissolved gas model are used to drive the bubble model, while the gas fluxes from the bubble model are
sources and sinks to the dissolved gas model. The bubble model is embedded in the parallelized framework
of the NCAR-LES model. Each superbubble is assigned to the processor that solves the dynamic and the dis-
solved gas equations for the grid block where the superbubble is at. When the superbubble moves from
one grid block to a neighboring grid block, its information is passed to the processor responsible for the
neighboring grid block. Compared with an Eulerian bubble concentration model [e.g., Liang et al., 2011,
2012; Ma et al., 2011], a Lagrangian model has the following advantages: (1) physically, a Lagrangian model
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allows straightforward diagnosis of gas fluxes through completely dissolved bubbles and through partially
dissolved bubbles since the fate of individual bubbles is tracked; (2) numerically, a Lagrangian model more
accurately solves a suite of ordinary differential equations, avoiding nonphysical solutions associated with
the dispersive and diffusive errors inherent to numerical solutions of advection-diffusion equations in an
Eulerian model; and (3) computationally, it is more efficient as computing power is allocated only to loca-
tions where bubbles are abundant, while bubble concentrations are calculated at each grid point in an
Eulerian coordinate system, even at depths where bubbles seldom penetrate to.

Bubbles are entrained into the ocean during breaking waves. While the detailed wave breaking and air
entrainment are not resolved in the simulation, their integral effects on bubble deposition, as input forcing
conditions for the simulations, are obtained by using the stochastic breaking wave model of Sullivan et al.
[2007], forced by available observations. In the breaking wave model, the breaking wave energy flux (E) is
calculated as E5su#"c where s is the wind stress and "c is a parameter dependent on wave age [Terray et al.,
1996]. According to observations [Terray et al., 1996; see Figure 8 therein], "c 5 3.9 for mature seas
(cp=u#> 30). During rising winds, "c increases with decreasing wave age (cp=u#). It reaches its maximum,
around 8, when cp=u reaches 15, approximately the minimum wave age in the selected 15 day period (Fig-
ure 1c). When wave age further decreases (cp=u# < 15), "c also decreases. Under each individual breaking
wave, bubble deposition follows the spatial and temporal distributions proposed by Sullivan et al. [2004,
equations 3.1 to 3.3], which is designed to match observed flow structures under breaking waves [Melville
et al., 2002]. Vertically, bubble deposition spans 0.1 of the breaking-wave length, consistent with laboratory
and numerical studies [e.g., Lamarre and Melville, 1991; L. Deike, personal communication, 2016]. The size of
breaking waves follows a wave-age-dependent distribution function P cbð Þ5b1exp 2b2cb=u#ð Þ with cb the
breaker speed. The exponential breaking wave distribution function was proposed by Melville and Matusov
[2002] based on aerial observations of breaking waves. While breakers with a range of cb contribute to both
momentum and energy fluxes, only those with cb larger than 3 m s21 are visible and contribute to air
entrainment [Sutherland and Melville, 2013]. Coefficient b1 ensures that

Ð
P cbð Þdcb51. Coefficient b2 is con-

strained by the relationship between wave momentum flux and wave energy flux by Terray et al. [1996] and
is wave-age dependent [see Sullivan et al., 2007 for details]. It is smaller for larger "c , indicating relatively less
smaller and much larger breaking waves when wave age is low, a result in agreement with more recent
observations [Sutherland and Melville, 2013, 2015]. Consequently, bubbles are entrained to greater depths in
young (wind) seas than in fully developed seas. Computed near-surface dissipation rate with the breaking
wave distribution function is in good agreement with observations [see Sullivan et al., 2007, Figure 11]. The
amount of air in deposited bubbles is calculated by assuming that the gravitational work needed to push
gas bubbles into water is a certain fraction (ab) of the breaking wave energy flux (E). Laboratory and numer-
ical experiments [e.g., Lamarre and Melville, 1991; Blenkinsopp and Chaplin, 2007; Deike et al., 2016] show
that ab spans a range of values, primarily depending on the type of breaking waves. Recent studies [e.g.,
Deike et al., 2016] suggest that ab lies between 5% and 15%. In this study, the fraction (ab) is chosen to best
match observed gas concentrations and is found to be 8% in the course of several trial simulations. Deposit-
ed bubble size distribution (R(r)) follows measurements by Deane and Stokes [2002], i.e., R rð Þ / r23=2 for
r & rH, and R rð Þ / r210=3 for r < rH where rH is the Hinze scale [Hinze, 1955]. When bubbles are smaller than
the Hinze scale, surface tension is sufficiently large to resist turbulent shear and fragmentation. The Hinze
scale depends on dissipation rate (E) as rH50:5 c=qð Þ3=5e22=5 [e.g., Deane and Stokes, 2002; Deike et al.,
2016]. Horizontally, the location of bubble deposition is uniformly random. Through a series of parameter
sensitivity simulations, we found that the value of ab controls the magnitude of bubble effect. If any other
parameter in the bubble model is changed, ab has to be adjusted accordingly. For example, if the deposi-
tion depth increases or decreases by 50% (0.15 wave length or 0.05 wave length), ab needs to decrease by
15% or increase by 5% to best match observed gas concentrations and is within [5% 15%] suggested by
Deike et al. [2016].

Numerical solutions for the selected period are obtained by driving the model with the observed meteoro-
logical forcing (Figure 1). The model is configured on a rectangular domain of 300 m 3 300 m 3 200 m
with 160 3 160 3 128 grids. Initial stratification (12:00 A.M. 14 November 2011) is obtained from observa-
tions at the mooring (Figure 2a), with an initial mixed layer around 60 m deep. Initial O2 and N2 concentra-
tions in the mixed layer are set to mooring observations since production and consumption of the two
gases due to air-sea exchange and biogeochemical processes are much slower than turbulent processes
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within the layer and gas concentration is uniform within the layer. Below the mixed layer, O2 is linearly inter-
polated from the November climatology from the World Ocean Atlas 2013 [Garcia et al., 2014] (Figure 2b).
In this study, saturation anomaly is defined as

D5
C

Csat
P=P0

21

 !

3100% (5)

where Csat is saturation concentration, P is atmospheric pressure, and P0 5 1013.25 mbar is the standard
atmospheric pressure. The definition of D is slightly different from that in other literatures [e.g., Nicholson
et al., 2010] in that D changes with atmospheric pressure. Right below the mixed layer, between 60 and
approximately 90 m, O2 concentration is slightly higher than within the mixed layer, although it is still
undersaturated. Within this layer, O2 is produced during summer when light penetrates to this depth and
photosynthetic O2 production partially compensates for respiratory consumption. Below 90 m, O2 decreases
with depth due to respiration. Initial N2 concentration is assumed to be 100% saturated with respect to
standard atmospheric pressure, and its concentration increases with depth as temperature decreases (Fig-
ure 2c). Initial turbulent velocity and pressure fields are obtained by spinning up the model with steady
meteorological conditions at the beginning of the selected period. Surface momentum and buoyancy fluxes
are calculated with the COARE-3.0 algorithm [e.g., Fairall et al., 2003]. A few other algorithms (not shown)
have also been tested and fluxes using the COARE-3.0 algorithm produce generally superior model skill
against observed hydrographic evolution. The time-dependent wave-induced Stokes drift is calculated as
[e.g., Sullivan et al., 2007; Harcourt and D’Asaro, 2008; Rabe et al., 2015] ust zð Þ52

Ð p
0

Ð p
2p kxF x; hð Þe2jkjzdhdx,

where F(x, h) is the wave directional spectrum from concurrent measurements by a nearby waverider
[Thomson et al., 2013]; x is the wave frequency; h is the wave propagation direction; and k is the horizontal
wave number vector. Two simulations, differing in the treatment of gas fluxes, are carried out. The first sim-
ulation does not simulate bubbles, but instead uses the gas flux parameterization by Wanninkhof [1992],
which is widely used in both climate models [e.g., Long et al., 2013] and the interpretation of observations

[e.g., Takahashi et al., 2002]. In the algorithm, the total ocean-atmosphere gas flux (FT) is calculated as FT 5kT

P
(

P0
Csat2C

) *
; where kT 50:31U2

10
Sc

660

% &20:5 for Schmidt number Sc; atmospheric pressure P, standard

Figure 2. Initial profiles of (a) temperature, (b) O2 concentration and saturation anomaly, and (c) N2 concentration and saturation anomaly
for the simulations.

Journal of Geophysical Research: Oceans 10.1002/2016JC012408

LIANG ET AL. WAVE EFFECT ON BUBBLE GAS FLUX 2676



atmospheric pressure P0, gas saturation concentration Csat that is inversely related to temperature for both
O2 and N2, and dissolved gas concentration C. The total gas transfer rate (kT) here implicitly includes both
surface gas transfer rate (ks) and bubble-enhanced gas transfer rate (kb). The algorithm represents a com-
mon practice in climate models where bubble-enhanced gas transfer rate (kb) is implicitly retained while
bubble-induced supersaturation conditions are neglected (some algorithms, such as the COARE gas algo-
rithm [e.g., Fairall et al., 2011] explicitly separate kb and ks) [e.g., Wanninkhof et al., 2009; Ho et al., 2011]. In
the second simulation, gas bubbles are explicitly simulated. The bubble gas flux (Fb) is diagnosed from the

simulated bubble fields at each time step, while the surface gas flux (Fb) is calculated as Fs5ks
P
(

P0
Csat2C

) *

with the surface gas transfer rate (ks) calculated after Goddijn-Murphy et al. [2012, 2016] as ks;6605
2:6U1025:7. The formula is derived from the air-sea gas transfer rate of dimethyl sulfide (DMS) when
U10< 15 m s21, assuming the contribution from gas bubbles is negligible for DMS because of its high solu-
bility. Since the physical process for surface gas transfer is the same for wind speed above or below 15 m
s21, the formula by Goddijn-Murphy et al. [2012] is applied to all wind speeds in this study.

4. Results

Mixed-layer temperature changes little over the first 2 days. During this period, both wind and cooling
are weak, with wind speed mostly below 5 m s21and surface heat flux cooling by less than 100 W m22.
The mixed layer then cools by about 0.68C between day 2.5 and day 4 (Figure 3) when wind speeds are
more than 20 m s21 and cooling flux more than 400 W m22. Both entrainment of subsurface cooler water
and surface cooling contribute to the mixed-layer temperature change. After day 5, the wind levels off
and weakens gradually but is still above 10 m s21 except for a few brief periods. The ocean surface con-
tinues to cool by about 0.78C over the next 10 days, but not as dramatically as during the strongest wind.
The solutions (black line in Figure 3) agree well with the observations (red line in Figure 3), particularly
during the first 9 days, implying that boundary layer processes dominate the evolution of mixed-layer
environment during this period. There are a cooling between day 9 and day 10, and a subsequent warm-
ing between day 11 and day 12 not captured by the model. This is likely caused by larger-scale processes,
such as eddies and fronts, not included in the model. The reasonable agreement indicates that the
dynamic model component provides a credible oceanic environment for the bubble and gas components
to evolve.

Vertical velocity variance is a measure of vertical mixing and represents the ability of the turbulence to trap
buoyant bubbles. In general, it is larger during higher winds and follows the pattern of wind speeds (Figure
4a). A closer examination by plotting vertical velocity variance against wind speed (Figure 4b) shows that
vertical velocity variance is smaller when the wind is strengthening (from day 2 to day 3) than when the
wind is weakening (from day 3 to day 4.5). When wind strengthens, waves are limited by fetch and duration
and are not fully developed with respect to concurrent wind. Langmuir turbulence driven by waves is
weaker in a young sea than in a mature sea [e.g., Li et al., 2005; Harcourt and D’Asaro, 2008], implying that
turbulent flow is less able to subduct bubbles during rising wind. A sensitivity test (not shown) without the
effect of surface gravity waves, i.e., no Stokes drift, underestimates the cooling, further confirming the
importance of wave-driven Langmuir turbulence in upper ocean mixing during the storm event.

Bubbles are entrained into the ocean by breaking
waves and are subsequently advected by boundary
layer turbulence. During the period with the stron-
gest winds (U10> 20 m s21), bubble plumes pene-
trate to more than 25 m (Figure 5a). Since bubbles
are buoyant, bubble plumes imply strong and coher-
ent downward currents which are likely the down-
ward branches of Langmuir circulations. In some
studies [e.g., Farmer and Li, 1995], the bubble plumes
have been used to study the structure of Langmuir
circulations. Since bubbles are injected randomly in
horizontal dimensions, there is no correlation
between bubble injection and downward branches

Figure 3. Evolution of observed (red line) and simulated (black
line) mixed-layer temperature.
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of Langmuir circulations. During the 15
day period in this study, bubble pene-
tration changes with meteorological
conditions. In general, bubbles pene-
trate deeper when wind speed is
higher. The partitioning between com-
plete and partial dissolution for bub-
bles of different sizes also changes with
the meteorological forcing (Figure 5b).
Overall, more bubbles end up
completely dissolved when the wind is
stronger. The change in the bubble
partitioning is most evident for bubbles
that are initially 80–180 lm in radius
for the meteorological conditions dur-
ing the 15 day period. These bubbles
have buoyant rising speeds of centi-
meters per second that are of the same
order of magnitude as turbulent verti-
cal velocities (Figure 4). Smaller bub-
bles have a smaller buoyant rising
speeds and larger surface tension.
Many of them completely dissolve at
U10< 10 m s21. Larger bubbles require
stronger turbulence and coherent
structures to trap them.

As with temperature, both dissolved N2

and O2 concentrations (C) show little
change during the first 2 days and ele-
vate significantly between day 2.5 and
day 4 (Figures 6a and 6b). Between day
6 and day 9, the concentration of O2

decreases although the wind is above
10 m s21, while there is little decrease
in N2. After day 12, the concentrations
of both gases gradually increase again.
Gas saturation anomaly shows distinct-
ly different variability from gas concen-
tration. Saturation anomalies for both
gases do not noticeably increase
between day 2.5 and day 4 (Figures 6c
and 6d) as the gas concentrations are
going through the most dramatic
change. From day 6 to day 8, gas satu-
ration anomalies increase from near
saturation to more than 3% supersatu-
ration for both gases, even as gas con-
centration decreases slightly during
the same period. This increase in satu-
ration anomalies coincides with the
drop in atmospheric pressure (Figure
1d). After day 8, saturation anomaly
gradually decreases, approaching satu-
ration after day 12. The model that

Figure 4. (a) Evolution of simulated mixed-layer averaged vertical velocity varian-
ces <w2>; (b) vertical velocity variance versus wind speed during rising wind
(black circles) and during falling wind (red circles).

Figure 5. (a) Instantaneous snapshot of bubble number density (number per m3)
at day 3.04 of the simulation when U10 5 21.0 m s21. (b) Fraction of completely
dissolved bubbles for initial (injection) radius of [0 80] lm (black line), [80 180] lm
(red line), and [180 300] lm (blue line).
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explicitly includes bubbles reproduces the observations of both dissolved gas concentration and saturation
anomaly reasonably well when ab 5 8%. A larger or smaller ab leads to an overestimate or underestimate of
gas concentrations and saturation anomalies, respectively, indicating the importance of the parameter in the
simulated results. The model without bubbles underestimates both quantities after day 3 when the wind
strengthens even though it implicitly includes a bubble-enhanced gas transfer rate. While the parameteriza-
tion by Wanninkhof [1992] is used for comparison in this study, other parameterizations without explicit con-
sideration of bubble-induced equilibrium supersaturation will also underestimate both gas concentration
and saturation.

Dissolved gas concentration in the upper ocean is modified by air-sea surface diffusive gas fluxes, bubble
gas fluxes, mixed-layer entrainment, and biogeochemical processes. The budget for mixed-layer gas con-
centration (C) can be written as

hml
dC
dt

5Fe1FS1FP1FC1J (6)

where hml is mixed-layer depth; the left-hand side is the rate of change of gas concentrations; the terms on
the right-hand side represent the contributions from mixed-layer entrainment (Fe), surface gas flux (Fs), gas
flux through partially dissolved bubbles (FP), gas flux through completely dissolved bubbles (FC), and bio-
geochemical effects (J). Even though the water is slightly supersaturated from day 2.5 to day 4, bubbles are
able to add both gases and play the most important role in the mixed-layer gas concentration hikes (Figures
7a and 7b). Entrainment also contributes to the increases in mixed-layer gas concentration, but this effect is
secondary to the bubble gas flux. Between day 2.5 and day 3.5 when bubble gas fluxes are the largest, the
gas flux through partially dissolved bubbles is larger than the gas flux through completely dissolved bub-
bles. The significance of partially dissolved bubble leads to a relatively small change in the N2 to O2 ratio. If
completely dissolved bubbles were to play a more important role, the N2 to O2 bubble gas flux ratio would
be larger because the solubility of N2 is about one half that of O2. There is a similar, but shorter-term gas
injection at day 5. Strong surface outgassing is the main cause for gas concentration decrease between day
6 and day 9, indicating that the supersaturation conditions (3% for O2 and almost 4% for N2) exceed the
equilibrium saturation anomaly during the period. There is a short period around day 8 (not evident in the
figure due to its small magnitude) where partially dissolved bubbles also contribute to outgassing. Although
bubbles still add gases into the ocean during most of this period, change in gas concentrations is

Figure 6. The evolution of (a, b) mixed-layer concentrations and (c, d) supersaturation. Different lines represent: observations (red lines),
simulation without bubbles (blue lines), and simulation with bubbles (black lines) for (a, c) O2 and (b, d) N2.
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dominated by the surface outgassing flux. When there are no bubbles, gas injection is smaller between day
2.5 and day 3 and is mainly through entrainment and surface gas flux (Figures 7c and 7d). After day 6, the
total air-sea gas flux, including surface and bubble effects, is similar between the runs with and without gas
bubbles. The difference in gas contents and saturation anomalies between the two runs changes little after
day 6 (Figure 6), although both quantities are different between two runs. During this period, saturation is
relatively low and the period of supersaturation is relatively short in the run without bubbles. Surface gas
flux contributes to outgassing most of the time in the runs with bubbles, while it is an important source of
mixed-layer gas contents in substantial periods in the run without bubbles. In global climate simulations, a
run using parameterization without bubble-induced supersaturation will underestimate oceanic gas con-
tents and gas saturation anomalies. However, such a simulation may predict a similar net gas flux to one
using parameterization including bubble-induced supersaturation effect.

Both surface gas flux (FS) and gas flux through partially dissolved bubbles (FP) are proportional to saturation
anomaly (D). The evolution of D can be understood by taking the temporal derivative of equation (5),

dD
dt

5
dC
dt

1
Csat

P=P0

2
dCsat

dt
C

C2
sat

P=P0

2
dP
dt

C
Csat

P2=P0

 !

3100% (7)

The first term on the right is the effect of gas concentration change, and it is influenced by the five process-
es modifying C described by terms on the left-hand side of equation (6). The second term on the right is
the contribution from changes in the saturation concentration level, which is largely controlled by tempera-
ture and so modified by surface heating/cooling and/or entrainment of subsurface water. The third term is
the effect of atmospheric pressure change. The contribution of each term is measured by the relative differ-

ence between the individual contribution to the total change in D, i.e., Dk5
Ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rk2 dD
dt

% &2
q

dt=
Ð ffiffiffiffiffiffiffiffiffiffiffi

dD
dt

% &2
q

dt

where rk stands for the kth right-hand side term in equation (6). The respective values of D1–D3 are 1.11,
0.99, and 0.17 for N2 and 1.06, 0.95, and 0.14 for O2. The pressure effect dominates the evolution of D, as
shown in Figure 8 for the case with bubbles. High-frequency variability in D is mostly associated with synop-
tic variability in atmospheric pressure. The effect of saturation anomaly change is mostly negative during
the period as both entrainment and surface cooling during the winter storm elevate saturation

Figure 7. Evolution of mixed-layer dissolved gas budgets for (a, c) O2 and (b, d) N2. Figures 7a and 7b are for the run with bubbles while Figures
7c and 7d are for the run without bubbles. The budget equation is defined in equation (6). dC/dt is the rate of change of gas concentrations; Fe/
hml is the effect of bottom entrainment; Fs/hml is the effect of surface gas flux; FP/hml is the effect of flux through partially dissolved bubbles; and
FC/hml is the effect of flux through completely dissolved bubbles. The insets are zoom-in views of FP/hml and FC/hml between day 2 and day 4.5.
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concentration level. The saturation concentration effect due to entrainment is largely balanced by the gas
content effect for N2 as the cooler subsurface water is saturated and is also more enriched in gases (Figure
2b). For O2, gas concentration increases due to entrainment also works against saturation concentration
increase due to the same process. This compensation is fractional since O2 is undersaturated below the
mixed layer, though still larger than within the mixed layer (Figure 2c). The gas content effect is most evi-
dent from day 3 to day 4 when bubbles added a large flux of gases into the ocean. All existing parameter-
izations for bubble-mediated gas fluxes in forecasting models assume that the bubble fluxes (Fp and Fc)
depend solely on wind speed [see Liang et al., 2013, Table 1] for the same gas saturations. This assumption
is tested by plotting the total bubble-mediated gas flux (Fp 1 Fc) against wind speed (U10) between day 2
and day 4.5 (Figure 9). For the same wind speed, bubble gas fluxes between day 2 and day 3 when the
wind strengthens are distinctly larger than fluxes after day 3 when the wind levels off and weakens. As the

Figure 8. Evolution of mixed-layer saturation anomaly budgets for (a) O2 and (b) N2 for the simulation with bubbles. The component terms
are as defined for the budget equation (7).

Figure 9. Relationship between bubble gas flux and wind speed for (a) O2 and (b) N2. Black lines/circles indicate data between day 2 and
day 3 when the wind strengthens. Red lines/circles indicate data between day 3 and day 4.5 when the wind levels off and weakens. N11 is
the parameterization suggested by Nicholson et al. [2011], N16 [Nicholson et al., 2016] is N11 with revised parameters, and L13 is the formu-
la suggested by Liang et al. [2013].
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wind speed is increasing most rapidly,
between approximately 16 and 19 m s21,
bubble gas flux is more than twice what it is
during falling winds although gas saturation
anomalies are slightly higher during rising
wind (0.81% for O2 and 0.41% for N2) than dur-
ing falling wind (0.14% for O2 and 0.27% for
N2). The larger gas flux during rising wind than
during falling wind is also observed under a
hurricane [D’Asaro and McNeil, 2015]. When the
wind strengthens, its duration is not sufficient-
ly long for the waves to fully develop, and
waves are relatively weak with respect to the
concurrent wind with a small wave age com-
pared to fully developed waves (mature sea).
This condition is favorable for bubble gas flux
for the following reasons. (1) More energy is
transferred to the ocean and is dissipated for
the same wind speed [Terray et al., 1996] (Fig-
ure 10a), consequently, more energy is con-
sumed to deposit gas bubbles into the ocean.
(2) There are less breaking waves but the
waves are steeper and breaking waves are
therefore larger in a developing sea [Suther-
land and Melville, 2015], resulting in bubbles
being entrained to a greater depth (Figure
10b). (3) There are relatively more small bub-
bles in a developing sea, as larger energy dissi-
pation rate in larger breaking waves entails a
smaller Hinze scale [Deane and Stokes, 2002]

(Figure 10c). Physically, stronger turbulence in larger breaking waves is capable of fragmenting smaller bub-
bles. (4) The rate of air injection is generally larger during rising wind than during falling wind (Figure 10d),
though the difference is less evident at wind speed larger than about 20 m s21. At these wind speeds, the
wave energy flux difference between rising and falling wind is not as large as when the wind is weaker
because wave was still developing when wind just started weakening. Also, more energy is required to over-
come the gravity for deeper air entrainment during rising wind than during falling. All four favorable condi-
tions are captured in the bubble model. A less-developed wave field does entail weaker Langmuir turbulence
(Figure 4b) and reduced trapping of bubbles in coherent structures within the turbulent flows [e.g., Liang
et al., 2012]. However, the bubble-mediated gas flux is larger for smaller wave ages (Figure 9), implying that
gas flux increases from the bubble deposition effect dominates over gas flux decreases due to the Langmuir
turbulence effects. The combination of deep breaking-wave bubble deposition and weak Langmuir turbu-
lence also explains the partitioning between fluxes through completely and partially dissolved bubbles. In a
developing sea with greater prevalence of large breaking waves, the partially dissolved bubbles, which are
large and are usually unable to be subducted by boundary layer turbulence, are entrained to a greater depth
by those large breaking waves and play a more important role in gas transfer. Therefore, contribution from
partially dissolved bubbles is more significant than that from completely dissolved bubbles while waves are
developing (day 2 to day 3), while the contributions from both types of bubbles are similar during fall winds
(day 3 to day 4.5) (insets in Figure 7).

Three bubble-mediated gas flux parameterizations, by Nicholson et al. [2011, 2016] and by Liang et al.
[2013], respectively, are also compared with the simulated flux in Figure 9. These three parameterizations
are closest to modeled gas fluxes in this study. The difference between fluxes computed using formulas
proposed by Liang et al. [2013] and those diagnosed in this study is due to the inclusion of wave conditions
in this study and correspondingly different bubble parameters, including air deposition amount, bubble
deposition depth, and the temporal variability of the Hinze scale. The parameters used in this study are

Figure 10. (a) Wave energy flux (E) calculated using Terray’s relation
[Terray et al., 1996] during rising and falling wind; (b) e-folding depth of
injected air using the breaking wave model by Sullivan et al. [2007] during
rising and falling wind; (c) Hinze scale weighted averaged by injected air
amount during rising and falling wind; and (d) the rate of injected air
during rising and falling wind.
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calibrated with observed gas concentrations and are more reliable than those in Liang et al. [2013]. None of
them is able to distinguish the difference at different wave conditions. Slight differences between rising
wind and falling wind in those parameterization is due to differences in atmospheric pressure.

5. Summary and Conclusion

In this study, a Lagrangian bubble model embedded in a large eddy simulation framework for mechanistic
simulation of turbulence, bubbles and gases are presented. In addition to its numerical and computation
advantages over Eulerian bubble concentration models, the Lagrangian bubble model allows straightfor-
ward separation between completely and partially dissolved bubbles, which is crucial to the accurate quan-
tification of the bubble-mediated gas flux. The model reproduces the evolution of mixed-layer temperature
and gas contents from observations under a winter storm at Ocean Station Papa. During the storm period,
bubbles play the most important role in the elevation of gas concentration, while most of the variability in
gas saturation anomaly is due to the variability in atmospheric pressure. The results also show that waves
are an important parameter for bubble-mediated gas flux at transient wind conditions. Contrary to a previ-
ous study [Woolf, 2005], which concludes that gas transfer rate increases with wave age by assuming both
whitecap coverage and bubble generation increase with wave age, this study demonstrates that bubble-
mediated gas flux can be stronger when waves are less well developed. For the same wind speed, bubble-
mediated gas fluxes during strengthening winds could be twice as much as during weakening winds, even
though gas saturation anomaly is higher during the period of strengthening winds. When wind strengthens,
waves are less-developed with respect to wind, resulting in more frequent large breaking waves. Bubble
generation in large breaking waves is favorable for a large bubble-mediated gas flux. Existing parameteriza-
tions for bubble-mediated gas flux do not include any wave forcing. While the limited and variable wind
and wave conditions during the short period in this study do not permit a direct derivation of a full wave-
dependent parameterization, the calibrated model developed in this study will carry forward to simulations
with controlled wave conditions with the goal of deriving a wave-dependent parameterization in future
studies.
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