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ABSTRACT: Air–sea momentum and scalar fluxes are strongly influenced by the coupling dynamics between turbulent
winds and a spectrum of waves. Because direct field observations are difficult, particularly in high winds, many modeling
and laboratory studies have aimed to elucidate the impacts of the sea state and other surface wave features on momentum
and energy fluxes between wind and waves as well as on the mean wind profile and drag coefficient. Opposing wind is com-
mon under transient winds, for example, under tropical cyclones, but few studies have examined its impacts on air–sea
fluxes. In this study, we employ a large-eddy simulation for wind blowing over steep sinusoidal waves of varying phase
speeds, both following and opposing wind, to investigate impacts on the mean wind profile, drag coefficient, and wave
growth/decay rates. The airflow dynamics and impacts rapidly change as the wave age increases for waves following wind.
However, there is a rather smooth transition from the slowest waves following wind to the fastest waves opposing wind,
with gradual enhancement of a flow perturbation identified by a strong vorticity layer detached from the crest despite the
absence of apparent airflow separation. The vorticity layer appears to increase the effective surface roughness and wave
form drag (wave attenuation rate) substantially for faster waves opposing wind.

SIGNIFICANCE STATEMENT: Surface waves increase friction at the sea surface and modify how wind forces
upper-ocean currents and turbulence. Therefore, it is important to include effects of different wave conditions in
weather and climate forecasts. We aim to inform more accurate forecasts by investigating wind blowing over waves
propagating in the opposite direction using large-eddy simulation. We find that when waves oppose wind, they decay as
expected, but also increase the surface friction much more drastically than when waves follow wind. This finding has
important implications for how waves opposing wind are represented as a source of surface friction in forecast models.
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1. Introduction

There is a continued interest in improving the prediction
and parameterization of momentum, energy, heat, and gas
exchanges between the ocean and atmosphere. It is well
known that the coupling between wind and ocean surface
waves modifies turbulent air–sea fluxes, thereby playing a sub-
stantial role in the development of weather and climate pat-
terns forecast by numerical models (Cronin et al. 2019). Yet,
many uncertainties remain as to how wind–wave coupling
impacts air–sea momentum and scalar fluxes, as well as wave
growth and dissipation, under a range of sea states (Sullivan
and McWilliams 2010).

Coupled ocean, atmosphere, and wave models often strug-
gle to accurately forecast the evolution of wave fields, ocean
currents, storm surge, and weather events without accounting
for the effects of wind-waves and swell on the wind stress or
drag coefficient Cd (Moon et al. 2003, 2004, 2009; Fan et al.
2009; Donelan et al. 2012; Reichl et al. 2014; Cronin et al.
2019). Most existing models rely on an empirically derived
bulk Cd that uses Monin–Obukhov similarity relationships to
define the wind stress as a simple function of wind speed in
neutral conditions (e.g., Large and Pond 1981; Edson and

Fairall 1998). To account for the wave effects (sea state) in a
relatively simple manner, many studies have addressed the
impacts of wave parameters such as wave age (c=u∗s, where c
is the wave phase speed and u∗s is the wind friction velocity)
and wave steepness (ak, where a is the wave amplitude and k
is the wavenumber) on the wind stress and sea surface rough-
ness (Banner and Melville 1976; Banner 1990; Belcher et al.
1993; Donelan et al. 1993; Makin and Kudryavtsev 1999;
Fairall et al. 2003; Edson et al. 2013).

A number of more complex models and parameterizations
have been developed to account for the effects of wave-driven
turbulent processes near the wavy surface under strong wind
forcing. Such processes include airflow separation over break-
ing waves (Kudryavtsev and Makin 2001; Makin and
Kudryavtsev 2002; Donelan et al. 2006; Mueller and Veron
2009; Kukulka et al. 2007; Kukulka and Hara 2008; Suzuki
et al. 2013), ejection of sea spray and spume from wave crests
(Andreas 2004; Kudryavtsev and Makin 2011; Richter and
Sullivan 2013; Veron 2015), enhanced bubble production, air
entrainment and gas transfer by breaking waves (Deike et al.
2017; Deike and Melville 2018), and near-surface ocean cur-
rents driven by waves (Teixeira 2018; Wang et al. 2019), to
name a few. A variety of parameterizations have also been
developed to represent the effects of wind-wave misalignment
on wave growth and dissipation (e.g., Tolman and Chalikov
1996; Meirink et al. 2003; Kudryavtsev and Makin 2004;Corresponding author: Nyla T. Husain, nylahusain@uri.edu
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Ardhuin et al. 2007) and on the surface wind stress and drag
coefficient (Bourassa et al. 1999; Grachev et al. 2003; Suzuki
et al. 2010; Roekel et al. 2012).

Several studies have developed sea-state-dependent param-
eterizations of wind stress (or Cd) in complex sea states and
extreme winds (Moon et al. 2004; Hara and Belcher 2002,
2004; Fan et al. 2009; Donelan et al. 2012; Reichl et al. 2014).
Because field observations in these conditions are limited, the
physical mechanisms for the observed leveling off (or reduc-
tion) of Cd in extreme winds remain to be fully explained
(e.g., Powell et al. 2003; Black et al. 2007; Holthuijsen et al.
2012). Donelan (2004) and Donelan et al. (2006) suggest that
under strong wind forcing, airflow separation over steep
waves may be an important feature that modifies Cd by caus-
ing airflow to skip over troughs and reattach at each crest,
rendering the troughs invisible to the wind and reducing the
overall sea surface roughness. Following from these studies,
Peirson and Garcia (2008) and Grare et al. (2013) use field
and laboratory results to emphasize the importance of the
wave steepness ak and the pressure wave slope correlation in
determining the form drag and wave growth rate. They
observe a reduced wave growth rate with increasing ak, and a
phase shift of the pressure field which suggests reattachment
of separated airflow onto the windward face of the following
wave.

Earlier studies have described airflow separation as a pro-
cess which occurs only after waves have started breaking
(Banner and Melville 1976; Banner 1990; Belcher and Hunt
1998; Reul et al. 2008), but recent laboratory studies using
particle image velocimetry (PIV) in a wind-wave flume have
captured intermittent airflow separation events over both
breaking and nonbreaking waves (Veron et al. 2007; Troit-
skaya et al. 2011; Buckley and Veron 2016, 2019; Savelyev
et al. 2020; Yousefi et al. 2020). The PIV results from a recent
study by Savelyev et al. (2020) in a wind-wave tank capable of
sustaining strongly energetic wave fields (e.g., high ak) show
dampened turbulent kinetic energy in the water directly
below strongly forced waves possibly due to enhanced airflow
separation and reduced Cd. In laboratory observations, inter-
mittent airflow separation events have two main features in
common: detachment of a high vorticity shear layer from the
steep wave crest, and weak stagnant velocity in a region below
(the “dead zone”). In this region, recirculation (closed
streamlines) may be present in the phase-averaged flow fields
shown in a reference frame moving with the wave phase
speed. The recirculation patterns associated with airflow sepa-
ration are distinct from those present over more mature
waves for which a coherent critical layer height (where wind
speed is equal to the wave phase speed) is visible above the
wavy surface. It should be noted that the zero-wall stress cri-
terion traditionally used to define separation points is not gen-
erally applicable when the fluid velocity is not zero at the
boundary, e.g., flows over rotating cylinders. Boundary move-
ment following or opposing the overlying airflow modulates
separation (e.g., Gad-el Hak and Bushnell 1991).

Numerical turbulence models have been used to gain more
insight into the wind turbulence over surface waves. These
have included direct numerical simulations (DNS; Sullivan

et al. 2000; Yang and Shen 2010, 2017; Yang et al. 2018; Druz-
hinin et al. 2012; Liu et al. 2010) and large-eddy simulations
(LES; Suzuki et al. 2013; Hara and Sullivan 2015; Sullivan
et al. 2018a,b; Husain et al. 2019; Hao and Shen 2019; Åkervik
and Vartdal 2019; Jiang et al. 2016; Yang et al. 2013; Cao and
Shen 2021; Liu et al. 2010), both of which have enabled a
detailed exploration of the flow characteristics that may mod-
ify the wind stress, wave growth, and dissipation over a wide
range of wave parameters (e.g., wave age, wave steepness).
Some have been able to reproduce laboratory observations
reasonably well (Troitskaya et al. 2014; Sullivan et al. 2018b;
Husain et al. 2019). In particular, Husain et al. (2019) have
compared LES with the PIV results of Buckley and Veron
(2016) for airflow over a train of steep, strongly forced waves
in a laboratory wind-wave flume. Both model and laboratory
results exhibit a phase-averaged signature of frequent airflow
separation. The reasonable validation of LES results against
observations by Husain et al. (2019) provides the basis for the
current study to use LES to explore the airflow turbulence
(occurrence and effects of intermittent airflow separation, in
particular) over an extended range of wind and wave condi-
tions expected in the open ocean.

In Part I of this study, we use the identical LES approach to
explore a range of wave ages for waves following and oppos-
ing wind. A number of previous laboratory studies have
addressed wind opposing waves. Young and Sobey (1985)
have measured pressure fields to be nearly symmetric about
the wave crest, similar to potential flow theory and consistent
with previous field observations (Snyder et al. 1981; Hassel-
mann and Bösenberg 1991). Peirson et al. (2003) and Mit-
suyasu and Yoshida (2005) have measured the evolution of
waves opposing wind and have found considerable wave
decay, consistent with the results of previous numerical simu-
lations using Reynolds-averaged Navier–Stokes (RANS)
equations (Al-Zanaidi and Hui 1984; Harris et al. 1995; Mas-
tenbroek 1996; Cohen 1997). Donelan (1999) has also mea-
sured wave decay using a pressure–slope correlation, finding
that the strong pressure signal in opposing wind can result in
substantial form drag despite the absence of a noticeable
phase shift in the dominant pressure field. A more recent
modeling study of wind opposing waves by Cao et al. (2020)
using wall-resolved LES finds a nearly symmetric pressure sig-
nal varying with ak and c=u∗s, and wave decay rates compara-
ble to parameterizations derived from a number of the
aforementioned laboratory results (see their Figs. 18 and 19).
They suggest that the flow dynamics in opposing wind are
mainly governed by linear processes that drive the dominant
in-phase component of the flow, while nonlinear processes
very close to the surface produce a small out-of-phase compo-
nent that results in the modification of the form drag and
wave decay rate.

Despite the existing literature, the physical mechanisms
that modify the wind stress, form drag, and wave decay for
waves in opposing winds are still not clearly understood. In
particular, few studies have explored how waves opposing
wind may enhance the effective surface roughness length and
the drag coefficient, even though waves opposing wind are
quite common and significantly modify the drag coefficient in
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tropical cyclone conditions (Reichl et al. 2014; Chen and Cur-
cic 2016; Chen et al. 2020). The goal of this study is to expand
upon the existing literature to address how opposing wind
and waves impact the turbulence in the airflow that modifies
these parameters, particularly for steep waves over a range of
wave phase speeds, both positive and negative, relative to
wind forcing (c=u∗s).

2. Methods

a. Large-eddy simulation setup

We use the LES methodology identical to previous studies
(Sullivan et al. 2014; Hara and Sullivan 2015; Sullivan et al.
2018b; Husain et al. 2019), which employs a pressure-driven
channel flow over a wavy surface propagating through a rect-
angular domain with doubly periodic horizontal boundaries.
This LES study entirely focuses on the airflow and the wave
motion is prescribed, i.e., the wave dynamics are decoupled
from those of air. We define time t, along-wave x coordinate,
cross-wave y coordinate, and vertical coordinate z pointing
upward with z = 0 at the mean water surface. Velocities
(u, y, w) are in the (x, y, z) directions.

Our LES uses a wave-following vertical coordinate trans-
formed from the physical (Cartesian) coordinate such that the
computational grid follows the shape of the waves close to the
surface:

z � zLES 1h x, t( ) 12 zLES

lz

( )3
, (1)

where z is the physical vertical coordinate, zLES is the compu-
tational (LES) vertical coordinate, h(x, t) is the time-varying
wave shape, and lz is the vertical height of the domain (see
Fig. 1 in Sullivan et al. 2014). This transformation makes the
LES vertical coordinate equal to the physical vertical coordi-
nate at the flat top boundary, where the free-slip condition is
imposed (no tangential stress, w = 0).

For most conditions in our study, we consider a linear
monochromatic surface wave train with h(x, t) = a cos(kx 2

vt), where a is the wave amplitude, k is the wavenumber, v is
the angular frequency, and c � v=k � �����

g=k
√

is the wave phase
speed. The wave orbital velocities, u = avcos(kx 2 vt) and
w = av sin(kx 2 vt), are used as the surface boundary condi-
tion for the LES. We choose a linear wave shape because we
have found that the observed phase averaged wave shape of
wind waves (with their wave phase determined using the Hil-
bert transform) is very close to the linear wave shape (Husain
et al. 2019). However, for one condition, we apply the second-
order nonlinear Stokes wave solution so that the bottom wave
shape includes the second harmonic, h x, t( ) � acos kx2vt( )1
1=2
( )

ka2 cos 2kx22vt( ), while the phase speed and wave
orbital velocities remain identical to those of the linear deep
water wave theory.

The dimensions of the computational domain are lx 3 ly 3
lz, where lx = ly = 5l and lz = 2.435l , with l = 2p/k as the
wavelength. It is discretized with (Nx, Ny, Nz) = (256, 256,
256) grid points, making the horizontal resolution Dx = Dy =

0.01 953l . The vertical spacing ratio gradually increases away
from the surface so that the ratio between neighboring cells is
held constant at 1.0028, with the first point off the water sur-
face located at zLES1 � 0:0065l. In contrast to previous studies
(Hara and Sullivan 2015; Sullivan et al. 2018b; Husain et al.
2019), we have expanded the vertical domain height from
lz = l to lz = 2.435l, with double the vertical grid points (from
Nz = 128 to Nz = 256) to allow for more prominent vertical
motions away from the surface associated with higher c=u∗s
and opposing wind conditions (see section 2d).

b. Wind forcing

The LES setup models an environment similar to that of a
wind-wave flume, where an externally imposed horizontal
pressure gradient P/x is balanced by a surface wind stress
such that ts = (P/x)lz. Here, the stress and the pressure
have been divided by air density ra and have dimensions of
velocity squared. The surface friction velocity is defined as
t s| | � u2∗s. For waves following (opposing) wind at a 08 (1808)
alignment angle, wind forcing is applied in the x direction
with a negative (positive) external pressure gradient P/x
that yields a negative (positive) surface stress t s. Because the
pressure gradient is constant with height, the total wind stress
magnitude decreases linearly to zero at the ceiling where the
free-slip condition is imposed. Recent studies have compared
LES model results to laboratory measurements of turbulent
airflow in a wind-wave flume under strongly forced conditions
(e.g., Sullivan et al. 2018b; Husain et al. 2019), finding that
LES can accurately reproduce the mean wind profile, momen-
tum flux budget, and phase-averaged turbulent flow fields
using an idealized wind-wave channel setup. Furthermore,
these results show that the turbulence fields in the wave
boundary layer (where they are modified by surface waves)
are not significantly affected by the linearly decreasing wind
stress in contrast to those in the constant stress layer in open
ocean conditions.

c. Subgrid-scale and surface roughness parameterizations

Turbulent flow in LES is spatially filtered such that domi-
nant-scale turbulence is resolved while subgrid-scale (SGS)
fluxes below a filter threshold are parameterized using a con-
ventional TKE-closure SGS parameterization described in
more detail in Moeng (1984), Sullivan et al. (2014), and
Moeng and Sullivan (2015), and used by Hara and Sullivan
(2015), Sullivan et al. (2018b), Husain et al. (2019), and a
number of other studies.

Similar to previous studies, we employ a wall-modeled
LES. Along the wavy surface, the local instantaneous tangen-
tial stress is parameterized based on the local instantaneous
mean wind shear (determined from the difference between
the surface tangential water velocity and the tangential wind
velocity at the first grid point off the surface) by applying the
law of the wall (a log profile) with a prescribed background
surface roughness length zob. The parameter zob represents
the bulk effect of viscosity (which is more important in labora-
tory conditions) and subgrid roughness elements such as
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higher frequency waves (which dominate in open ocean con-
ditions) on the local frictional stress.

In previous studies (Hara and Sullivan 2015; Sullivan et al.
2018b), the normalized background surface roughness has
been set at kzob = 2.7 3 1023 to represent typical strongly
forced wind-wave conditions in a laboratory setting. In open
ocean conditions with a spectrum of waves, kzob likely varies
significantly depending on wind speed, the scale of resolved
waves of interest, and other environmental factors such as sur-
factants. It is also expected that zob, which represents unre-
solved wave effects, should vary with the phase of the
resolved waves because shorter waves are known to be modu-
lated by longer waves (e.g., Gent and Taylor 1976; Gent 1977;
Kudryavtsev and Makin 2002).

In our recent study (Husain et al. 2019) we have systemati-
cally investigated how varying kzob affects the airflow turbu-
lence over steep waves (ak = 0.27) in strongly forced
conditions. The results show that the flow field is quite sensi-
tive to the zob value specified near the crest; a higher zob
increases the frequency of intermittent airflow separation
events and enhances the resulting signature in the phase aver-
aged flow fields. However, the airflow is hardly affected if the
zob value is altered away from the crest. In the same study,
the effect of wave-phase-dependent surface drift velocity has
been investigated as well. The results indicate that the drift
velocity added near the wave crest simply increases the wind
speed by the same amount everywhere without affecting the
airflow turbulence characteristics, and that the drift velocity
added away from the crest has very little impact.

Since the effects of varying zob and surface drift have been
investigated previously, in this study we keep the normalized
background surface roughness held constant at kzob = 2.7 3

1023 and impose zero surface drift velocity for all simulations;
that is, we do not repeat the sensitivity study of varying rough-
ness length and drift velocity, acknowledging that their
impacts are potentially important. We then focus on investi-
gating the effects of varying wind forcing c=u∗s on the wind
turbulence, wave form drag, effective surface roughness
length (which includes the effect of resolved waves), and drag
coefficient.

Note that since our logarithmic wall model is based on the
assumption of turbulence in equilibrium, its applicability may
be questionable where flow separation occurs. However, our
previous study (Husain et al. 2019) shows that changing the
roughness value below flow separation areas (away from
the wave crest) in strongly forced cases has little impact
on the results, suggesting that our LES results are not very
sensitive to the wall modeling in such areas.

d. Simulations

While the actual LES of waves opposing wind is performed
by reversing the wind direction as described above, in the fol-
lowing sections we differentiate waves following wind and
waves opposing wind by the sign of the wave phase speed c;
that is, the wind always blows in the positive x direction (wind
stress ts is always negative), and the waves propagate in the
positive/negative x direction for following/opposing cases.

In total, we perform simulations for five wave ages in fol-
lowing wind (c=u∗s = 1.4, 2.8, 5.6, 8.2, 11) and five cases in
opposing wind (c=u∗s = 21.4, 22.8, 25.6, 28.2, 211) with a
wave slope held constant at ak = 0.27. For wind following
waves at c=u∗s � 1:4, we include results for a Stokes wave as
described in section 2a. This range of wave ages and the wave
slope are similar to that of Sullivan et al. (2018a) for waves
following wind. We choose to focus on a wave slope at the
steeper end of those observed in the field because we are par-
ticularly interested in the impacts of intermittent airflow sepa-
rations (or separation-like flows, as described later) that are
more common with steep waves (Donelan et al. 2006, see
their Fig. 6), and because this study is motivated by its poten-
tial application in tropical cyclone conditions where waves
opposing wind are common and often steep.

Each simulation is run for approximately 130 000 time steps
and averaged over the last 60 000 time steps after the wind
field has reached a statistically steady state. Sullivan et al.
(2014) and Sullivan et al. (2018b) provide a full description of
the LES algorithm and numerical methods used to solve the
governing equations. See Table 1 for more details on the con-
ditions simulated in this study.

e. Data analysis

For our data analysis, we first map the LES coordinate zLES

back to the z coordinate, and then introduce a horizontal
coordinates j that moves with the wave phase speed

j � x2 ct· (2)

Some initial analyses are made in the rectangular (j, z)
coordinate in which the waves are no longer time varying.

TABLE 1. List of run conditions and results of roughness
enhancement zo/zob and nondimensional wave growth/decay
coefficient cb for 11 LES simulations. The letters “f” and “o” in
the run name represent waves following and opposing wind,
respectively. The letter “s” in the run name represents Stokes
waves. Nondimensional parameters used in LES cases include
wave age (c=u∗s, which is negative for wind opposing wind),
wave steepness (ak), and parameterized background roughness
length (kzob). Wave steepness is held constant for all simulations
at ak = 0.2665 (ak ∼ 0.27). Parameterized background roughness
is also held constant at kzob = 2.70 3 1023. The values for cbt,
cbn, and cbp refer to tangential turbulent stress, normal turbulent
stress, and pressure contributions to cb, and cbtot is the total.

Run c=u∗s zo/zob cbt cbn cbp cbtot

1.4f 1.4 4.7 2.8 1.6 13.6 18.0
1.4fs 1.4 5.8 2.2 1.3 14.8 18.2
1.4o 21.4 7.0 23.5 20.5 213.1 217.2
2.8f 2.8 4.0 2.0 1.8 13.9 17.7
2.8o 22.8 8.7 23.9 0.0 213.2 217.1
5.6f 5.6 4.1 0.1 1.3 13.8 15.2
5.6o 25.6 14.9 24.8 1.1 214.6 218.3
8.2f 8.2 3.0 21.3 0.6 10.9 10.3
8.2o 28.2 20 25.8 1.8 216.9 220.9
11.0f 11.0 1.58 22.5 20.1 6.6 3.9
11.0o 211.0 32 27.1 2.1 219.8 224.9
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However, most results are analyzed after the z axis is
remapped to a vertical wave following coordinate z that expo-
nentially approaches toward the z coordinate (Hara and
Sullivan 2015):

z � z1 a cos kj( )e2kz (3)

for a linear wave or

z � z1 a cos kj( )e2 kz 1ka2 cos 2kj( )e2 2kz (4)

for the Stokes wave, with the Jacobian of coordinate trans-
formation,

J � z

z
· (5)

We use the mapping (3) or (4)—instead of the LES map-
ping (1)—for data analysis since this mapping is more com-
mon in previous studies and is not affected by the vertical
extent of the LES domain size, which is different between
Part I and Part II (Husain et al. 2021). In this coordinate sys-
tem, we employ a triple decomposition to separate all quanti-
ties into mean, turbulent, and wave-coherent components,
similar to previous studies (e.g., Sullivan et al. 2000; Chalikov
and Rainchik 2011; Hara and Sullivan 2015; Buckley and
Veron 2016) using

c � c̄ 1c′ � 〈c〉1 c̃ 1c′, (6)

where c̄ is the wave phase average (average in t and y), 〈c〉 is
the horizontal mean (average in j), c̃ is the wave-coherent
fluctuation component, and c′ is the turbulent fluctuation
component. This approach allows us to define wave-coherent
and turbulent fluxes as separate components of the total wind
stress. Specifically, the horizontally averaged x-momentum
equation may be expressed as

〈tw〉1 〈t p〉
t s

1
〈t t〉
t s

1
P
x z

t s
� 1, (7)

where 〈tw〉 � 〈ũW̃〉 is the wave-coherent stress and 〈t t〉 �
〈u′W′〉 is the turbulent stress that includes both resolved and
parameterized subgrid-scale stresses. Notice that these
stresses are defined using a contravariant vertical velocity per-
pendicular to a constant z surface

W � 1
J
u

z

x
1w, (8)

such that uW represents flux of x momentum across the cons-
tant z surface due to the advective velocity W (Hara and Sulli-
van 2015). The pressure (form) stress,

〈tp〉 � 1
J
p̄

z

x

〈 〉
, (9)

represents momentum flux due to pressure applied on a tilted
constant z surface. The sum of the three stress components is
equal to the total wind stress 〈t tot〉 = 〈tw〉 1 〈tp〉 1 〈t t〉,
whose magnitude linearly decreases from the surface. At the

wavy surface (z = 0) the wave coherent stress 〈tw〉 is zero and
the total wind stress t s is a sum of the pressure form drag 〈t p〉
and the (subgrid) turbulent stress 〈t t〉; the latter represents
the momentum flux into unresolved waves and the surface vis-
cous stress contribution. For more details on the triple decom-
position and the derivation of the continuity, momentum, and
energy equations in this mapped coordinate, refer to Hara
and Sullivan (2015).

3. Results and discussion

a. Two-dimensional phase averaged airflow above waves
following wind

In this section all flow fields presented are normalized by
u∗s and k. Figures 1–3 display the two-dimensional phase-
averaged flow fields for the cases of c=u∗s = 11, 5.6, and 1.4
(waves following wind, top panels) and c=u∗s = 21.4, 25.6,
and 211 (waves opposing wind, bottom panels). Figure 1
shows the streamlines, streamwise velocity [ ū2c( )=u∗s], and
vertical velocity (w̄=u∗s). Figure 2 shows pressure (p̄=u2∗s). In
the rightmost column of Fig. 2, the surface profiles are shown
for the total normal stress (pressure plus the turbulent normal
stress), pressure only, and the turbulent tangential stress. Fig-
ure 3 includes the TKE [ē=u2∗s � u′u′ 1y′y′ 1w′w′( )= 2u2∗s

( )
],

dissipation rate [ϵ= ku3∗s
( )

], and the spanwise vorticity
{v̄y= ku∗s( ) � ū=z

( )
2 w̄=x
( )[ ]

= ku∗s( )}. Note that the dissi-
pation rate ϵ is solved in the SGS turbulent kinetic energy
equation [see Eqs. (1d) and (11) in Sullivan et al. 2014]. All
the quantities are plotted in the rectangular (j–z) coordinate
that moves with the wave, so that the phase averaged flow
field is independent of t. In addition, the results are plotted in
the mapped (j–z) coordinate with the vertical axis in a log
scale so that the flow fields very close to the wavy surface can
be clearly observed. Wind is blowing from left to right, and
waves are propagating from left to right (right to left) in the
following (opposing) cases (before the coordinate transforma-
tion). Note that the streamline field has been constructed
from ū2c and w̄.

First, we examine the cases of waves following wind (top
three panels of Figs. 1–3). In the case of strongly forced waves
at c=u∗s � 1:4 (third row from top), contours of constant ū2c
expand away from the surface downstream of the crest with
reduced velocity and a small recirculation bubble on the lee-
ward side of the crest (Figs. 1c,i). Inside this bubble, the TKE,
dissipation rate, and vorticity are all significantly reduced
(Figs. 3c,i,o, and more clearly seen in Figs. 3C,I,O in the
mapped coordinate with the vertical log scale). The high vor-
ticity layer at the wave crest is detached from the surface and
extends downstream of the crest above the recirculation bub-
ble (Figs. 3o,O), indicating large streamwise velocity just
above this high vorticity layer. The elevated TKE above the
crest appears to be advected by the detached high velocity
and intensifies, extending just above the high vorticity layer
(Figs. 3c,C). These patterns are identical to the LES results
presented in Husain et al. (2019) for the same wave age
(c=u∗s � 1:4) and wave slope (ak = 0.27).
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Buckley and Veron (2016) have been able to demon-
strate with high-resolution particle image velocimetry
(PIV) that near-surface wind flow patterns are modified by
transient, sporadic detachment of airflow from the crests of
steep, young waves. Instantaneous measurements of u and
w over laboratory waves capture a layer of enhanced span-
wise vorticity developing and ejecting away from the wave
crest, resulting in weak, stagnant, sometimes negative air-
flow in the trough (see Buckley and Veron 2016, their
Fig. 6). Previous LES results (e.g., Hara and Sullivan 2015;
Sullivan et al. 2018b), and a more recent comparison
between these observations and LES by Husain et al.
(2019), have also found that intermittent airflow separation
events can occur frequently over steep, nonbreaking waves,
and their phase-averaged character in observations can be
well reproduced in LES. This suggests that while these sep-
aration events are not persistent in either the observations
or LES, they occur frequently enough in steep, strongly
forced conditions to leave a signature in the phase-aver-
aged flow fields.

These intermittent airflow separation events also affect the
phase-averaged pressure field (Figs. 2c,C,G). It is well known
that the pressure–wave slope correlation determines the form
drag and the wave growth rate (e.g., Peirson and Garcia 2008;
Grare et al. 2013), but the role of airflow dynamics in shifting
the phase and magnitude of maximum surface pressure is still
not well understood. The LES results of Sullivan et al.
(2018b) associate the location and magnitude of maximum
pressure with reattachment of detached flow onto the wind-
ward face of the following wave. Our results also suggest that
the reattachment of the separated flow influences the location
of the high pressure on the windward face of the wave (Figs.

2c,C,G) and the resulting form drag and wave growth rate
(discussed in section 3g).

As the wave age (c=u∗s) increases for waves following wind,
the recirculation bubble (or “cat’s eye” pattern) grows larger
(see expanding blue streamlines in Figs. 1b,a), indicating that
the critical layer expands away from the surface with increas-
ing wave age (note that the wind speed is equal to the wave
phase speed at the top of the critical layer). At the same time,
the signature of intermittent airflow separation (reduced
TKE, ϵ, and v̄y inside the recirculation bubble; layers of
enhanced TKE, ϵ, and v̄y separated from the wave crest and
extended above the bubble) rapidly diminish at higher wave
ages (Figs. 3B,A,H,G,N,M). The enhanced ϵ and v̄y remain
attached to the surface and appear to shift upstream from the
crest to the trough region (Figs. 3H,G,N,M). Consistent with
the trends shown in Sullivan et al. (2018a), the near-surface
vertical velocity w̄ becomes more negatively correlated with
the local wave slope as the wave age increases (Figs.
1n,m,N,M). Sullivan et al. (2018a) speculate that these shifting
patterns could be due in part to critical layer dynamics that
generate waves via shear flow at the height where wind speed
is equal to the wave phase speed. They also suggest that faster
waves produce an effect more closely associated with a wave
driving (or “boundary pumping”) regime, whereby the undu-
lation of the wavy surface drives near-surface w̄ via the wave’s
surface tilt interacting with the wave phase speed. Cao and
Shen (2021) also point out that the vertical velocity w̄ is asso-
ciated with the airflow perturbation induced by the vertical
wave movement in their simulation with a similar wave age.

Unlike the slow wave case (c=u∗s � 1:4), the region of low
pressure for the intermediate case (c=u∗s � 5:6) occurs along
the leeward face of the wave rather than at the top of the crest

FIG. 1. (left three columns) Normalized phase-averaged flow fields in the j–z coordinate and (right three columns) the mapped j–z coor-
dinate for (top three rows) waves following wind (c=u∗s= 11.0, 5.6, 1.4) and (bottom three rows) waves opposing wind (c=u∗s = 21.4, 25.6,
211.0) from left to right: streamlines, horizontal velocity [ ū2 c( )=u∗s], and vertical velocity (w̄=u∗s). To capture the range of wind speeds
(including recirculating wind close to the surface), the spacing between streamlines is decreased by a factor of 4 from red to black, and by a
factor of 7 from black to blue.
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(Figs. 2b,B,G), potentially associated with a nonseparated
“sheltering effect” (e.g., Belcher and Hunt 1993, 1998). The
low pressure region further moves toward the trough for
faster waves (c=u∗s � 11, Figs. 2a,A,G). The magnitude of the
pressure variation diminishes (Fig. 2G), and so too do the
wave growth rate and form drag as the wave age increases
(discussed in section 3g).

b. Two-dimensional phase averaged airflow above waves
opposing wind

Next, we examine the cases of waves opposing wind (bot-
tom panels in Figs. 1–3). One immediately notices that the
flow field is dominated by a strong pressure perturbation
(Figs. 2d–f,D–F) in phase with 2h (negative of the wave ele-
vation), and a strong vertical velocity perturbation (Figs.

1p–r,P–R) in phase with h/x (the wave slope). This result is
consistent with the wall-resolved LES results of Cao et al.
(2020) for waves opposing wind, as well as previous labora-
tory and field measurements (Snyder et al. 1981; Young and
Sobey 1985; Hasselmann and Bösenberg 1991). Cao et al.
(2020) show that these flow features are well explained by a
simple linear inviscid model. This trend of increasingly stron-
ger along-wave pressure gradient is reminiscent of potential
flow, as observed by Young and Sobey (1985). However, the
pressure field in phase of 2h does not contribute to the wave
growth rate or the form drag; only the small out-of-phase
component does. Cao et al. (2020) discuss how the strong tur-
bulence very near the surface plays an important role in deter-
mining the magnitude of this component.

Similarly, our results show that the near surface turbulence
fields contain strong wave induced perturbations. The most

FIG. 2. (left) Normalized phase-averaged flow fields in the j–z coordinate and (center) the mapped j–z coordinate for (top three rows)
waves following wind (c=u∗s = 11.0, 5.6, 1.4) and (bottom three rows) waves opposing wind (c=u∗s =21.4,25.6,211.0) of pressure (p̄=u2∗s).
(right) The surface stress distribution for the normal stress tn=u2∗s (panels labeled G and I; solid line is total normal stress and dotted line is
pressure only) and for the tangential stress t t=u2∗s (panels labeled H and J) for c=u∗s| | = 1.4, 5.6, and 11.0 (dark red, light orange, blue). The
bottom two panels are for waves opposing wind.
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notable feature near the wavy surface is that there is a clear
progression in the flow structure from positive to negative
wave ages (more specifically, from large positive to small posi-
tive to small negative to large negative wave ages; that is,
from top to bottom in Figs. 1–3). In particular, the flow fields
of TKE, ϵ, and vy are surprisingly similar between the cases
of c=u∗s � 1:4 (waves following wind, Figs. 3C,I,O) and
c=u∗s � 21:4 (waves opposing wind, Figs. 3D,J,P). In both
cases, the common signatures are observed (reduced TKE, ϵ
and vy in the dead zone downstream of the crest; layers of
enhanced TKE, ϵ, and v̄y detached from the crest above). In
the case of waves following wind, these features are associated
with intermittent airflow separations. Even though the cases
with waves opposing wind exhibit these same features in
Fig. 3, they nevertheless do not exhibit separation because the
wind speed along the wave surface is positive (even near the
trough) in a reference frame moving with the wave. Neverthe-
less, our results at c=u∗s � 21:4 suggest that a strong wind
shear develops above the wave crest and generates large TKE
and a detached high vorticity (high wind shear) layer from the
crest, which extends over a region of reduced vorticity above
the leeward trough. The elevated TKE above the crest is
advected by the enhanced streamwise velocity, and shows
intensification just above the detached high vorticity layer
downstream of the crest.

As the wave speed increases from c=u∗s = 1.4 to 25.6 and
211, these flow characteristics remain similar but slowly
evolve. The elevation of the detached enhanced layers of
TKE, ϵ, and v̄y gradually decreases, and the location of the
region of reduced TKE, ϵ, and v̄y extends toward the trough
(Figs. 3E,F,K,L,Q,R). This evolution is likely due to the
increasing streamwise background flow in the reference frame
moving with the wave. Nevertheless, all the flow characteris-
tics associated with the detached high vorticity layer persist.

One surprising feature is that v̄y is not only reduced, but
becomes significantly negative below the detached high vor-
ticity layer as c=u∗s becomes more negative (Figs. 3Q,R).
The velocity fields in Figs. 1K,L,Q,R suggest that this nega-
tive vorticity is due to a combination of decreasing ū=z
and increasing w̄=x. In particular, Fig. 1L shows that the
wind shear ū=z becomes negative in a small region
just above the trough—that is, wind speed is decreasing
with height (notice that the velocity contours tilt more than
908 there). In the case of waves following wind, such nega-
tive wind shear is usually associated with strongly separat-
ing flows above actively breaking waves, but it does not
occur in the phase-averaged flow fields over nonbreaking
waves in our LES simulations. For the case of waves oppos-
ing wind, negative wind shear near the trough appears
to be more common and persistent, suggesting that the flow
perturbations just downstream of the wave crest become
stronger as c=u∗s becomes more negative, even if they are
not associated with apparent airflow separations and their
vertical extent is somewhat reduced. Note that the persis-
tence of airflow separations is often associated with a small
region of recirculation (closed streamlines distinct from
those present over more mature waves, as in Fig. 1a,b) for
young waves following wind in a reference frame moving
with the wave phase speed (see the streamlines for
c=u∗s � 1:4, Fig. 1c), but this pattern is absent for all waves
opposing wind in a reference frame moving with the oppos-
ing wave phase speed. Although these streamline patterns
are absent for opposing waves, the flow perturbation
(enhanced negative v̄y, reduced TKE, reduced ϵ) intensifies
regardless.

Although the pressure field appears dominated by the per-
turbation in phase with 2h, a significant out-of-phase compo-
nent exists which is not apparent in the flow fields, but

FIG. 3. (left three columns) Normalized phase-averaged flow fields in the j–z coordinate and (right three columns) the mapped j–z coor-
dinate for (top three rows) waves following wind (c=u∗s = 11.0, 5.6, 1.4) and (bottom three rows) waves opposing wind (c=u∗s =21.4,25.6,
211.0) from left to right: turbulent kinetic energy (ē=u2∗s), dissipation rate [ϵ= ku3∗s

( )
], and spanwise vorticity [v̄y= ku∗s( )].
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nonetheless results in an increase of the form drag and wave
decay rate as c=u∗s decreases (Figs. 2d–f,D–F,I)—see section
3g for more discussion. It is feasible that the increasingly
intensified perturbation downstream of the crest that is appar-
ent in the flow fields of TKE, dissipation rate and vorticity
may be (at least partially) responsible for this development.

c. Instantaneous airflow features

To demonstrate the transient character of the flow field
over a range of c=u∗s, we display instantaneous snapshots of
spanwise vorticity vy for c=u∗s = 1.4, 11, 21.4, and 211 in Fig.
4. Slower waves following wind (c=u∗s � 1:4, Fig. 4a) generate
enhanced positive vorticity along the windward face of the
wave crest. This layer of enhanced vorticity intermittently
separates from the leeward face of the crest, coupled with
reduced (sometimes negative) vorticity below. The detach-
ment location, trajectory, and magnitude of the enhanced vor-
ticity layer significantly vary from wave to wave.

With faster waves at c=u∗s � 11 (Fig. 4b) detachment of
enhanced positive vorticity from the crest is not apparent.
Instead, the vorticity field is dominated by a thin high vorticity
layer along the entire wave surface and signatures of ejections
and sweeps (motion of air away from and toward the surface),
which are characteristic of near-wall turbulent boundary
layers over flat walls. The locations of ejections and sweeps

appear uncorrelated with the wave phase. These features are
consistent with the instantaneous flow fields captured by
Buckley and Veron (2019) using high-resolution PIV in a
wind-wave flume over a similar range of wave ages.

In the case of slow waves opposing wind (c=u∗s � 21:4,
Fig. 4c), the instantaneous flow patterns are quite similar to
those of slow waves following wind (c=u∗s � 1:4, Fig. 4a),
except that the height of the intermittent detached high vor-
ticity layer appears to be suppressed. As the wave speed
increases (c=u∗s � 211, Fig. 4d), the height of the detached
high vorticity layer is further reduced but persistent negative
vorticity regions appear near the trough, consistent with the
phase-averaged vorticity field (Fig. 3R).

d. Vertical profiles of horizontally averaged wind fields

In the following subsections we investigate the vertical pro-
files (dependence on z) of wind variables averaged horizon-
tally in the mapped coordinate (mean wind speed, mean wind
shear, mean TKE, and the terms in the momentum and
energy budget equations) as well as the enhancement of the
equivalent surface roughness due to waves and the wave
growth (decay) rates for waves following (opposing) wind. In
particular, we attempt to explain how these quantities are
affected by the physical mechanisms identified in the two-
dimensional flow analysis in the previous subsections. All the

FIG. 4. Normalized instantaneous vorticity fields [vy= ku∗s( )] in the x–z coordinate for (top two rows) waves following wind (c=u∗s = 1.4,
11.0) and (bottom two rows) waves opposing wind (c=u∗s =21.4,211.0).
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profiles are displayed up to kz = 4 because the results above
this elevation are affected by the reduced wind stress and the
LES top boundary.

Figures 5a–f display normalized horizontal mean profiles
of wind speed (〈u〉=u∗s), wind shear [ 〈u( 〉=z) kz=u∗s( )

], and
TKE (〈ē〉=u2∗s). The upper panels show results with waves fol-
lowing wind at c=u∗s = 1.4, 2.8, 5.6, 8.2, and 11 (with increasing
c=u∗s transitioning from warmer to cooler colors), and the
lower panels show results with waves opposing wind at c=u∗s
21.4, 22.8, 25.6, 28.2, and 211 (with increasingly negative
c=u∗s transitioning from warmer to cooler colors). The red
dot–dashed line in the upper panels represents c=u∗s � 1:4
with a first-order nonlinear Stokes wave including the second
harmonic applied to the bottom wave shape.

For waves following wind (Fig. 5a), the far field wind pro-
files above the wave boundary layer (above about kz = 1) are
roughly parallel to, but shifted to the left of, the wind profile
over a flat surface with a nondimensional background surface

roughness of kzob = 2.7 3 1023 (gray lines). Here, the solid
gray line represents the wind profile modified by the linearly
decreasing wind stress in kz, and the dashed gray line is the
wind profile for constant stress in kz. Since the background
roughness length (accounting for the form drag of unresolved
small waves and the viscous stress) along the wavy surface is
identically set at kzob = 2.7 3 1023 in all simulations, the
decrease of the far field wind speed indicates that the waves
enhance the effective roughness length zo (determined by
extrapolating the wind profile above the wave boundary layer
toward the surface) relative to the background roughness
length zob.

Specifically, for each case we roughly estimate zo by hori-
zontally shifting the flat wall wind profile (gray solid line) to
match the wind speed profile above the wave boundary layer
(matching the wind speed at kz = 4 for simplicity), then we
find the height where the shifted flat wall wind speed becomes
zero. We find that the slowest waves (c=u∗s � 1:4) produce the

FIG. 5. Normalized vertical profiles of horizontally averaged wind speed (〈u〉=u2∗s), wind shear [ t〈u〉=z( )
kz=u∗s
( )

],
and TKE (〈ē〉=u2∗s)for (top) waves following wind and (bottom) waves opposing wind for c=u∗s| | = 1.4, 2.8, 5.6, 8.2, and
11.0 (dark red, dark orange, light orange, light green, and blue). The dot–dashed dark red line is the Stokes wave case
for c=u∗s � 1:4. Gray lines are profiles over a flat wall as explained in the main text.
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largest zo (zo/zob = 4.65), which rapidly decreases to zo/zob =
1.58 as c=u∗s increases to 11 (see Table 1 for a summary). This
trend is consistent with the findings from a DNS study of ide-
alized water waves in Couette flow over a similar range of
c=u∗s with ak = 0.1, 0.2 (Sullivan et al. 2000) and the results of
Sullivan et al. (2018a) for similar c=u∗s and ak. Note that the
case using the second-order Stokes wave for c=u∗s � 1:4 (Run
1.4fs) produces a 25% higher zo compared to its sinusoidal
counterpart (Run 1.4f). The 25% increase in zo is not neces-
sarily a large impact on wind stress or the drag coefficient. For
example, for 10-m wind speed of 10 m s21 and zo of 0.14 mm,
the 25% increase of z0 corresponds to wind stress (drag coeffi-
cient) increase by 4%. Nevertheless, such wave nonlinearity
effects are certainly significant, and our results in other cases
likely contain minimum 25% uncertainty attributable to wave
nonlinearity.

The mean normalized wind shear is shown in Fig. 5c. Simi-
lar to the gray lines for mean wind speed in Fig. 5a, gray lines
here represent the mean wind shear profile unmodified by
waves for linearly decreasing wind stress in kz (solid) and
constant wind stress in kz (dashed). When the wind shear pro-
file deviates to the right (left) of the gray solid line, the wind
shear is enhanced (reduced) due to the wave effect. Since the
mean wind speed must approach zero at the background
roughness height in all simulations (z = zob), the shift of the
far field wind profile relative to the flat wall profile means that
the mean wind shear is modified by waves inside the wave
boundary layer. Here, the normalized mean wind shear is
defined and plotted such that the area integral of its deviation
from the flat wall case is approximately proportional to the
deviation of the normalized far field mean wind speed from
the flat wall profile (see Fig. 2 and discussion in Hara and
Sullivan 2015).

For waves following wind, the wave age plays a significant
role in the character of the mean wind shear. Slower waves
(c=u∗s = 1.4, 2.8) show enhanced wind shear slightly above the
height of the wave crest and reduced wind shear toward the
surface. This pattern has been observed for similar wave ages
in the LES results of Husain et al. (2019), where we describe
the enhanced mean wind shear as a signature of frequent air-
flow separations due to the averaged effect of enhanced vor-
ticity layers ejecting off of wave crests. They also demonstrate
that as the wave slope (ak) is reduced, this signature is muted
as airflow separations (and enhanced wind shear) become less
frequent. As discussed earlier, the area integral of the mean
wind shear is roughly proportional to the far field wind speed.
Therefore, the reduced mean wind shear toward the surface
(relative to the flat wall case) decreases the far field wind
speed and the enhanced wind shear near the crest height
increases the far field wind speed. Since the former contribu-
tion is more significant, the far field wind speed decreases and
thus the equivalent surface roughness zo increases due to the
wave.

As the wave age increases to c=u∗s � 5:6 and above, the
enhancement of the wind shear almost completely disap-
pears, indicating that little to no airflow separations are
occurring. The decrease in wind shear toward the surface
remains significant, but gradually decreases with increasing

c=u∗s. Consequently, the reduction of far field wind speed
and the increase of the equivalent surface roughness zo are
also less significant.

Note that the normalized mean shear remains slightly
above the flat wall case (gray solid line) at the top of the
domain (kz = 4) for the cases of c=u∗s = 5.6, 8.2, 11, suggesting
that the wave effect on the mean shear has not completely dis-
appeared at this height in these cases. If this slightly elevated
wind shear persists further above, it is possible that the wind
profiles approach closer to the solid gray line at higher eleva-
tions and zo may be slightly lower than our estimates, which
are made using the wind speed at kz = 4 (where the effects of
the LES top boundary are small).

The mean normalized 3D TKE profiles are shown in Fig.
5e. For the two slow wave cases the enhancement of TKE is
generally located at about the same elevation as the enhance-
ment of the mean wind shear in Fig. 5c. As c=u∗s increases,
this enhancement gradually diminishes and completely disap-
pears at c=u∗s � 11. Although small deviations to the TKE
profile are present closer to the surface, it becomes more uni-
form overall and suggests substantially reduced wave impacts.

Next, we examine the case for waves opposing wind. With
slow waves at c=u∗s � 21:4, the wind speed and wind shear
profiles (solid dark red lines, Figs. 5b,d) in the lower part of
the wave boundary layer are quite similar to those for slow
waves following wind at c=u∗s � 1:4 (solid dark red lines, Figs.
5a, 4c), except that the height of the enhanced wind shear is
slightly lower. However, they are significantly different in the
upper region. For c=u∗s � 1:4, the wind shear converges to
that over a flat surface above around kz = 0.6, but with
c=u∗s � 21:4 the wind shear becomes significantly reduced
above around kz = 0.5 before it converges to the flat wall case
near kz = 4. Consequently, the far field wind speed is more
reduced and the equivalent roughness of zo/zob = 7.04 is sig-
nificantly larger than that of c=u∗s � 1:4. The mean TKE pro-
file at c=u∗s � 21:4 is similar to that of c=u∗s � 1:4 with its
peak slightly above the height of the peak of the mean wind
shear (Fig. 5f).

As the wave speed increases and c=u∗s decreases from
21.4 to 211, the mean wind shear profile maintains a quali-
tatively similar character. The wind shear continues to show
pronounced enhancement, but its peak shifts closer to the
surface and slightly weakens with more negative c=u∗s. The
pattern of reduced wind shear toward the surface slightly
increases with faster waves but remains largely unchanged.
Above the layer of enhancement, the wind shear reduces
much more dramatically and expands much farther away
from the surface as c=u∗s becomes more negative, suggesting
that the vertical extent of the wave impact on mean wind
shear increases with increasing wave speed. Cao et al.
(2020) suggest that the increasingly strong vertical velocity
interacts with the mean wind shear to amplify the effect of
wave kinematics on the airflow fields as the opposing wave
speed increases. Because of this elevated layer of reduced
wind shear, the far field wind speed continues to decrease
and the effective surface roughness zo significantly increases
as c=u∗s becomes more negative, reaching to zo/zob = 31.80
at c=u∗s � 211. The mean TKE profile also remains
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qualitatively similar; the height of the well-defined TKE
peak gradually decreases and the peak value slightly
decreases as c=u∗s becomes more negative (Fig. 5f).

Similar to the case of faster waves following wind c=u∗s =
5.6, 8.2, and 11, the wave effect on the mean wind shear has
not completely disappeared at the top of the domain (kz = 4)
for faster waves opposing wind (c=u∗s = 25.6,28.2, and211).
The wind shear is still below the flat wall case at this height
(compared to the gray solid line). If the reduced wind shear
persists further above, the wind profiles may deviate further
from the solid gray line at higher elevations, which may result
in a larger zo than our estimates in Table 1.

e. Momentum budget in mapped coordinate

The horizontally averaged momentum budget (or wind
stress partition) as described in Eq. (7) is shown in Figs. 6A,C
(upper panels) for c=u∗s = 1.4, 2.8, 5.6, 8.2, and 11 (increasing
wave age transitioning from warmer to cooler colors) for
waves following wind, and in Figs. 6B,D (lower panels) for
c=u∗s = 21.4, 22.8, 25.6, 28.2, and 211 (increasingly nega-
tive wave age transitioning from warmer to cooler colors) for
waves opposing wind. Similar to the mean wind speed and

mean wind shear, the solid (dashed) gray lines represent line-
arly decreasing (constant) total wind stress in kz. As discussed
earlier, the horizontally averaged total stress 〈t tot〉, which
linearly decreases away from the surface, is equal to the sum
of the pressure stress 〈tp〉, the wave coherent stress
〈tw〉 � 〈ũW̃〉, and the turbulent stress 〈t t〉 � 〈u′W′〉 (includ-
ing both resolved and SGS contributions in LES) in the wave
boundary layer. Recall that W is a velocity normal to the
mapped constant z plane, so these stresses act normal to the
wavy surface. The total stress 〈t tot〉 profiles shown in Figs.
6A,B are obtained by adding these three stress components
calculated from the LES results, and are (almost) equal to the
linearly decreasing stress profile (solid gray line, not visible).
This convergence of t tot confirms that the LES results prop-
erly satisfy the momentum budget.

The two-dimensional fields of the phase-averaged normal-
ized turbulent stress t t � u′W′ and wave-coherent stress tw �
ũW̃ are displayed in mapped coordinates for c=u∗s = 11, 5.6,
and 1.4 in Figs. 6a–c,g–i (upper panels) and for c=u∗s = 21.4,
25.6, and 211 in Figs. 6d–f,j–l (lower panels). Note that the
color scale of the turbulent stress is shifted such that red
(blue) means the local turbulent stress is larger (smaller) than
the normalized surface wind stress (which is21).

FIG. 6. (left) Normalized phase-averaged fields of wave-coherent stress (tw=u2∗s � ũW̃=u2∗s) and turbulent stress (t t=u2∗s � u′W′=u2∗s) in
the mapped j–z coordinate for (top three rows) waves following wind (c=u∗s = 11.0, 5.6, 1.4) and (bottom three rows) waves opposing wind
(c=u∗s = 21.4, 25.6, 211.0). (right) Normalized vertical profiles of horizontally averaged momentum budget terms for (top) waves follow-
ing wind and (bottom) waves opposing wind, including the total wind stress (〈t tot〉=u2∗s), pressure stress (〈tp〉=u2∗s), turbulent stress
(〈t t〉=u2∗s), and wave-coherent stress (〈tw〉=u2∗s) for c=u∗s| | = 1.4, 2.8, 5.6, 8.2, and 11.0 (dark red, dark orange, light orange, light green, and
blue). The dot–dashed dark red line is the Stokes wave case for c=u∗s � 1:4. Gray lines are profiles over a flat wall as explained in the main
text.
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For the slow waves following wind (c=u∗s = 1.4 and 2.8), the
horizontally averaged wave coherent stress is significantly
enhanced and positive (upward momentum flux) around the
height where the mean wind shear and the TKE are also ele-
vated. The two-dimensional distribution of the wave coherent
stress ũW̃ (Fig. 6c) shows that intense upward momentum
flux occurs just downstream of the crest where the high veloc-
ity fluid (ũ . 0) is detached from the surface (W̃ . 0), and
just downstream of the trough where the low velocity fluid
(ũ , 0) reattaches toward the surface (W̃ , 0). This suggests
that the positive wave coherent stress is enhanced by intermit-
tent airflow separation events. To compensate this elevated
positive 〈tw〉, the negative turbulent stress 〈t t〉 (downward
momentum flux) is significantly enhanced at a similar eleva-
tion. This enhancement mainly occurs downstream of the
trough (Fig. 6i). The magnitude of the negative pressure stress
〈tp〉 monotonically increases toward the surface and remains
approximately constant at around 20.5 below kz = 0.1 (Fig.
6A)—that is, the pressure stress (which is equal to the wave
form drag at the surface) accounts for half of the total wind
stress. The wave coherent stress 〈tw〉 becomes negligible
below kz = 0.05 and the turbulent stress is reduced to about
half of the wind stress and compensates for the large pressure
stress nearer to the surface (Fig. 6C). For c=u∗s � 1:4, the addi-
tion of the Stokes solution to the wave shape enhances the
pressure stress (and the form drag at the surface) by 9%
above its sinusoidal counterpart.

As the wave age increases to c=u∗s � 5:6 and above, the
enhanced positive wave coherent stress rapidly diminishes
and slightly moves upward (Fig. 6C). Near the surface the
pressure stress still supports roughly half of the wind stress at
c=u∗s � 5:6 (Fig. 6A). As c=u∗s increases more, the magnitude
of the pressure stress and the reduction of the turbulent stress
gradually diminish but remain significant. At c=u∗s � 11 the
pressure stress still accounts for about 1/4 of the total wind
stress.

For slow waves opposing wind at c=u∗s � 21:4, the vertical
profiles of the stress components (Figs. 6B,D, dark red lines)
are quite similar to those for the slow waves following wind at
c=u∗s � 1:4, Figs. 6A,C, dark red lines). The positive enhance-
ment of 〈tw〉 and the negative enhancement of 〈t t〉 are both
apparent, but they are slightly weaker and occur at slightly
lower elevations. These patterns are accompanied by signifi-
cant 〈tp〉 (about 1/2 of the total wind stress) corresponding to
the reduction of 〈t t〉 toward the surface, similar to the follow-
ing case.

As the wave speed increases and c=u∗s decreases to 211,
these patterns remain qualitatively similar, but the positive
enhancement of 〈tw〉 and the negative enhancement of 〈t t〉
both gradually weaken and move lower in z. This further con-
firms that the vertical extent of the strong wave perturbation
is gradually suppressed as c=u∗s decreases. The pressure stress
〈tp〉 continues to increase near the surface, approaching
almost 70% of the wind stress for c=u∗s � 211.

The two-dimensional fields of t t and tw for waves opposing
wind (Figs. 6d–f,5j–l) also show that the stress field for c=u∗s �
21:4 remains qualitatively similar to c=u∗s � 1:4, and this pat-
tern remains largely unchanged up to c=u∗s � 211 with all

wave perturbations slowly weakening and migrating down as
c=u∗s decreases. One notable development is the emergence
of a region of positive t t � u′W′ just above the trough at
c=u∗s = 25.6 and 211, where the flow perturbation of
enhanced negative vy (wind shear) and reduced TKE have
been observed earlier.

f. Energy budget and turbulence closure parameterization

We next investigate the energy budget inside the wave
boundary layer. Hara and Sullivan (2015) have derived the
equations governing the wave-fluctuation energy, Ew � 1=2

( )
ũũ1 w̃w̃( ), and the turbulent kinetic energy, ē � 1=2

( )
u′u′ 1y′y′ 1w′w′( ), in mapped coordinates. If the two gov-
erning equations are combined, averaged horizontally and
normalized, the result yields

ũ
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z
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2
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ϵ

〈 〉
kz

u3∗s
� 0,

(10)

where the second term is the shear production term, the third
term is the transport term (Fw and Ft are the vertical transport
of ϵw and ē, respectively), and the fourth term is the viscous
dissipation term. The first term arises because of the imposed
pressure gradient (i.e., because the stress is not constant in
vertical). Here, (Fw 1 Ft) at the surface is equal to the energy
flux into the waves. Refer to Hara and Sullivan (2015) for
more details on the derivation of the energy budget in
mapped coordinates.

In Figs. 7a,b, the second, third, and fourth terms of Eq. (10)
are plotted in solid, dot–dashed, and dotted lines with colors
corresponding to their respective c=u∗s. The first term is
approximately zero and shown as a solid gray line. Thin dot-
ted lines near zero are equal to the sum of all the energy bud-
get terms. Thin gray lines represent the mean shear
production (mean wind shear) over a flat wall for linearly
decreasing stress (solid) and constant stress (dashed) with
respect to kz. Note that the energy budget is not fully closed
in the case of c=u∗s � 211. We suspect that this error arises in
the calculation of the transport term and is caused by the
increasingly strong pressure signal, but that the shear produc-
tion and the dissipation terms are still reasonably accurate.

Previous modeling studies of the vertical mean wind profile
and the drag coefficient over a surface wave train (or a spec-
trum of waves, i.e., many surface wave trains superimposed)
have sought to close the turbulence in the wave boundary
layer by parameterizing the eddy viscosity (K) or the TKE
dissipation rate (〈ϵ/J〉) using the turbulent stress 〈t t〉 that
varies with height due to the wave influence (e.g., Makin and
Kudryavtsev 1999; Hara and Belcher 2004). Thus, one area of
interest in the present study is to determine whether the char-
acter of the mean normalized wind shear (equivalent to the
mean shear production term of the energy budget, solid lines
in Figs. 7a,b and identical to Figs. 5c,d), the mean dissipation
[last term in Eq. (10), dotted lines in Figs. 7a,b], and the mean
turbulent stress share similarities in character over a range of
wind-wave conditions. For this reason, we have included the
profiles of the mean turbulent stress in Figs. 7c,d (previously
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shown in Figs. 6C,D), and the profiles of the normalized eddy
viscosity K= ku∗sz( ) in Figs. 7e,f, where K = 〈t t〉/(〈u〉/z).

In all cases, the shear production roughly balances the vis-
cous dissipation throughout the wave boundary layer, with a
relatively modest contribution from the transport term
(except for c=u∗s � 211). The profiles of the shear production
and viscous dissipation are reasonably correlated with the
profile of the turbulent stress (Figs. 7c,d). All three profiles
are significantly reduced near the surface for all c=u∗s cases,
and enhanced further above in the cases of c=u∗s = 1.4, 21.4,
25.6, 211, although the enhancement of 〈t t〉 occurs some-
what above the enhancement of the shear production and the
viscous dissipation in the cases of c=u∗s = 25.6 and 211. This
suggests that the existing turbulent closure model to parame-
terize ϵ in terms of 〈t t〉 may be appropriate for a wide range
of c=u∗s.

One notable exception to the generally good correlation
between the dissipation rate and the turbulent stress is that
for the cases of waves opposing wind, the shear production
and viscous dissipation are both significantly reduced (by as
much as 1/2) above kz = 1 all the way to the top (kz = 4), even
if the turbulent stress 〈t t〉 is almost equal to the total wind
stress 〈t tot〉 (i.e., the wave effect on the turbulent stress is neg-
ligible) in the same kz range. As discussed earlier, this
reduced mean wind shear makes a significant contribution to
the enhancement of the equivalent roughness length zo and
the drag coefficient. A turbulence closure model based on the
wave modified 〈t t〉 alone would completely miss this impact.

The profiles of the normalized eddy viscosity K= ku∗sz( ) for
waves following wind (Fig. 7e) show that they are not too far
from the gray solid line throughout the wave boundary layer,
but its variation is not well correlated with 〈t t〉. For waves

FIG. 7. (a),(b) Normalized vertical profiles of horizontally averaged energy budget terms. The first (pressure gradi-
ent), second (shear production), third (transport) and fourth (dissipation) terms of Eq. (10) are solid gray, solid, dot–-
dashed, and dotted lines, respectively, with thin dotted lines near zero equaling the sum of all energy budget terms.
(c),(d) Normalized vertical profiles of horizontally averaged turbulent stress (〈t t〉=u2∗s, also shown in Fig. 6). (e),(f)
Normalized vertical profiles of eddy viscosity [K= ku∗sz( )]. For the left, center, and right plots, the thin gray lines repre-
sent mean shear production, turbulent stress, and eddy viscosity profiles over a flat wall with linearly decreasing wind
stress (solid) and constant stress (dashed) with respect to kz. Results for waves following (opposing) wind are shown
on the top (bottom) panel for c=u∗s| | = 1.4, 5.6, and 11.0 (dark red, light orange, and blue).
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opposing wind, the normalized eddy viscosity significantly
increases roughly above kz = 0.4, and this increase is totally
uncorrelated with 〈t t〉. These observations suggest that
parameterizing K inside the wave boundary layer in terms of
〈t t〉 is problematic, particularly for waves opposing wind.

g. Wave growth/decay rate and equivalent roughness length

The normalized phase-dependent surface stress distribution
is plotted in Figs. 2G,H for waves following wind, and in Figs.
2I,J for waves opposing wind. Since the total normal stress is
a sum of the pressure and the turbulent normal stress, both
the total normal stress (solid line) and the pressure stress
alone (dotted line) are shown in Figs. 2G,I. The turbulent tan-
gential surface stress is presented in Figs. 2H,J.

Both the normal stress in phase with the normal wave
orbital velocity and the tangential stress in phase with the tan-
gential wave orbital velocity contribute to the total energy
flux (EF) into waves. The wave growth/decay rate b (which is
positive/negative for wave growth/decay) is then calculated by
dividing EF by the wave energy. We use the common expres-
sion of the wave growth/decay rate

b � cb
u∗s
c

( )2 ra
rw

v, (11)

where v is the wave frequency. The coefficient cb is then eval-
uated based on the energy flux by the tangential turbulent
stress only (cbt), by the normal turbulent stress only (cbn), by
the pressure only (cbp), as well as based on the total energy
flux (cbtot). The results are summarized in Table 1 and in Fig.
8a. For more details on how we compute each component of
cb, refer to Hara and Sullivan (2015) and Husain et al. (2019).

Consistent with Husain et al. (2019) for waves with
c=u∗s � 1:4, the pressure field (as well as the total normal
stress field) is strongly modified by wind flow over steep,
strongly forced waves. In the dead zone above the leeward
face of the wave (where wind velocity is weak), pressure
remains almost zero before increasing to a maximum down-
stream of the trough on the windward face of the wave. The
significant downstream phase shift of the pressure maximum
from the trough is responsible for the large energy flux and a
resulting cbtot of 18.0 (note that only pressure modulation out
of phase with wave surface elevation contributes to the energy
flux). The addition of a nonlinear Stokes solution to the bot-
tom wave shape slightly increases cbtot to 18.2 (see black
squares in Fig. 8a). With increasing c=u∗s, the magnitude of
the pressure (and the total normal stress) variation and the
resulting energy flux to waves rapidly decrease, and conse-
quently cbtot decreases to 3.9 at c=u∗s � 11 (see thick solid
black line in Fig. 8a).

For waves opposing wind, as c=u∗s becomes more negative
the pressure perturbation becomes stronger and more in
phase with 2h (negative wave elevation) due to the increas-
ing relative wind velocity (〈u〉 2 c), as discussed in section 3a
(note the difference in vertical scale between Figs. 2G,I).
Nevertheless, a significant pressure component out of phase
with 2h exists (buried in the strong in-phase component)
and its contribution to the negative energy flux and the wave

decay rate significantly increases with increasingly negative
c=u∗s.

At c=u∗s � 21:4 the magnitude of cbtot = 217.2 is close to
the magnitude of cbtot = 18.0 at c=u∗s � 1:4. Therefore, while
the direction of energy flux reverses between these two cases,
its magnitude is similar. The magnitude of cbp, which is pro-
portional to the pressure form drag, is also similar between
the two cases. Recall that the momentum flux is downward in
both cases even if the energy flux is downward/upward with
waves following/opposing wind. As wave speed increases and
c=u∗s decreases to 211, cbtot significantly decreases to 224.9
(Fig. 8a).

In Fig. 9, our estimated cbtot and cbp values (Fig. 9a) and
b/v values (Figs. 9b,c) for waves opposing wind are compared
to the previous LES study of Cao et al. (2020) as well as the
results of Harris et al. (1995), Cohen (1997), Donelan (1999),
Peirson et al. (2003), and Mitsuyasu and Yoshida (2005).

FIG. 8. (top) Wave growth/decay coefficient |cb| for waves follow-
ing wind (black lines) and for waves opposing wind (red lines) as a
function of c=u∗s| |. Thin solid lines represent the contribution of the
total normal stress (cbp 1 cbn), dotted lines represent the pressure
contribution (cbp), and thick solid lines represent the sum of all
components (cbtot = cbp 1 cbn 1 cbt). (bottom) Ratio of the equiva-
lent surface roughness to the background (parameterized) surface
roughness zo/zob as a function of c=u∗s| | for waves following wind
(black line) and waves opposing wind (red line). In both plots, the
dark gray squares represent the Stokes wave case for c=u∗s = 1.4
for cbtot (large square) and cbp only (small square).
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Since most previous studies focused on wave attenuation due
to pressure only, they should be compared with our results for
cbp or corresponding b/v (thin red lines).

Our results, plotted against c=u∗s| | or u∗s=c| |, are near the
lower end of the other studies (Figs. 9a,b). In particular, the
results of Cao et al. (2020) (the only other LES study) are
consistently larger than ours by a factor of around 2. The dif-
ferences we do see may be due to our choice of a rather steep
wave slope ak = 0.27 compared to ak = 0.08–0.15 used in Cao

et al. (2020). Such a difference is not surprising since it has
been well accepted that the growth rate of waves following
wind may vary significantly depending on the wave slope and
other wind and wave characteristics. When we plot the decay
rate as a function of 〈u〉l=2=c21

( )
〈u| 〉l=2=c21| (Fig. 9c), our

results appear to be closer to those of Cao et al. (2020, see
their Fig. 19) and are quite consistent with the observations
and the parameterization of Donelan (1999, see their Fig. 4).

In Fig. 8b we summarize the estimated values for zo/zob,
which represents the enhancement of the effective roughness
length zo due to resolved waves relative to the background
roughness length zob. The results of zo/zob are shown in a log
scale because the increasing wind speed above the wave
boundary layer due to resolved waves is proportional to
log(zo/zob). The figure highlights the strong dependence of
the effective roughness length and the drag coefficient on
c=u∗s. The enhancement rapidly decreases as c=u∗s increases
with waves following wind. However, with waves opposing
wind, it rapidly increases with increasingly negative c=u∗s; that
is, faster waves opposing wind have the largest impact on the
drag coefficient. As discussed earlier, the wave nonlinearity
modifies zo/zob by about 25% (from the black solid line to the
small gray square), which is not large but is still a significant
effect. Such impacts are likely present in other wind-wave
conditions; that is, our overall results likely contain a mini-
mum 25% uncertainty attributable to wave nonlinearity.

It is interesting that while the magnitude of cbp is similar
(i.e., the pressure form drag is similar) between the cases of
c=u∗s = 1.4 and 21.4, the wave enhanced effective roughness
length zo/zob is significantly larger for waves opposing wind.
This suggests that the increase in the effective roughness
(drag coefficient) is not necessarily caused by an increase in
the wave form drag. This difference in behavior of cbp and zo/
zob can be explained based on the energy budget inside the
wave boundary layer.

Hara and Belcher (2004) show that inside the constant
stress layer the downward energy flux at the top of the wave
boundary layer is roughly equal to the mean wind speed mul-
tiplied by the wind stress ūt s because the vertical TKE trans-
port is small there. They then show that this energy input at
the top is equal to the sum of the viscous dissipation (inte-
grated over the entire wave boundary layer) and the energy
output (energy flux into surface waves) at the bottom. There-
fore, with a fixed wind stress (as in the current study), the
wind speed at the top and the effective surface roughness (or
the drag coefficient) are determined by a sum of the inte-
grated viscous dissipation and the energy flux to waves.

Hara and Belcher (2004) then assume that the reduction of
the viscous dissipation inside the wave boundary layer (com-
pared to that over a flat surface) is correlated with the reduc-
tion of the turbulent stress, which is caused by the pressure
form drag. Therefore, if the pressure form drag is similar
between the cases of c=u∗s � 1:4 and c=u∗s � 21:4, we would
expect that the reduction of the turbulent stress and the
reduction of the viscous dissipation are similar as well. How-
ever, the energy flux into surface waves (energy output from
the wave boundary layer at the bottom) is positive (negative)
for waves following (opposing) wind. Therefore, even if the

FIG. 9. (top) Comparison of wave decay coefficient |cb| as a func-
tion of wave age c=u∗s| | for the current LES study (thick red line:
total cbtot, thin red line: only cbp), the wall-resolved LES results of
Cao et al. (2020) (blue squares), the parameterization of Mitsuyasu
and Yoshida (2005) (dashed line), and the results of Harris et al.
(1995) (dot–dashed line) and Cohen (1997) (dotted line). (middle)
Comparison of wave decay rate |b/v| as a function of inverse wave
age u∗s=c| | with lines corresponding to those of the top plot. Com-
pare with Cao et al. (2020, their Fig. 18). (bottom) Comparison of
wave decay rate b/v as a function of 〈ul=2〉=c21

( ) 〈ul=2〉=c21
∣∣ ∣∣,

including the current LES results (thick red line: total decay rate,
thin red line: pressure contribution only), the wall-resolved LES of
Cao et al. (2020) (blue squares), the parameterization of Mitsuyasu
and Yoshida (2005) (dot–dashed line), and the observational
results and parameterization of Donelan (1999) (black circles and
black line, respectively). Compare to Fig. 19 of Cao et al. (2020).
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integrated viscous dissipation is similar, the energy input at
the top of the wave boundary layer must be larger (smaller)
for waves following (opposing) wind. Consequently, the wind
speed near the top of the wave boundary layer must be larger
(smaller) and the drag coefficient and effective roughness
length must be smaller (larger) for waves following (oppos-
ing) wind. Put succinctly, the reversal of the energy flux direc-
tion to/from waves may explain why zo/zob is significantly
larger for waves opposing wind.

In fact, a quick estimate of the difference in the far field
wind speed 〈u〉=u∗s due to the reversal of the energy flux alone
(estimate made using the cbtot values in Table 1) is about 1.3,
which is roughly consistent with the observed difference of 1.7
at kz = 4 (roughly the height of the wave boundary layer) in
our LES results. This indicates that the increase of the equiva-
lent roughness from c=u∗s � 1:4 to c=u∗s � 21:4 is mainly
attributed to the reversal of the energy flux. Our LES results
therefore suggest that it is important to account for the effect
of energy flux to/from surface waves (in addition to the wave
form drag) when estimating the wave modified effective
roughness length zo and the drag coefficient, particularly
when waves oppose the wind.

4. Summary

In this study, we use large-eddy simulation (LES) to simu-
late turbulent wind flow over steep waves (ak = 0.27) follow-
ing and opposing the wind for a range of wave speeds relative
to wind forcing ( c=u∗s| |= 1.4, 2.8, 5.6, 8.2, and 11). Our results
show that the phase averaged wind flow patterns over slow
waves following wind c=u∗s � 1:4 are strongly influenced by
intermittent but frequent airflow separations, characterized
by enhanced spanwise vorticity detached from the leeward
crest. The winds weaken and recirculate in the trough of the
wave. Inside the dead zone below the detached enhanced vor-
ticity layer, the TKE, viscous dissipation, and vorticity are all
significantly reduced (Figs. 3c,i,o,C,I,O). Flow separation
alters the mean wind profile (Fig. 5) and induces shifts in the
pressure field such that the wind stress partition (including
form drag, Fig. 6) and wave growth rate (Fig. 8) are modified
significantly. As wave age increases, the frequency of inter-
mittent airflow separation events and their signature in the
phase-averaged flow fields rapidly diminishes.

Wind flow over opposing waves results in a strong wave-
induced flow perturbation that intensifies and is compressed
near the surface as the phase speed of the waves increases.
We observe a number of phase-averaged flow features simi-
lar to those over slow waves following wind, e.g., enhanced
TKE, dissipation, and detached vorticity near the wave
crest, as well as reduced TKE, dissipation, and vorticity in
the wave trough below the detached enhanced vorticity
layer (Figs. 3D–F,J–L,P–R). However, the strong positive
wind along the wave shape over opposing waves (in a frame
of reference moving with the wave) inhibits apparent sepa-
ration-like flow patterns. Increases in opposing wave speed
intensify the in-phase component of the pressure field (Figs.
2d–f,D–F,I) and make the flow appear to follow the

potential wave theory. They also induce a significant out-of-
phase component of the pressure field responsible for an
increase in the effective surface roughness and wave decay
rate (Fig. 8). Our estimated wave decay rates are consistent
with those of previous studies, including a recent study using
wall-resolved LES (Cao et al. 2020), model studies using
RANS solutions (Al-Zanaidi and Hui 1984; Harris et al.
1995; Mastenbroek 1996; Cohen 1997), and laboratory stud-
ies (Donelan 1999; Peirson et al. 2003; Mitsuyasu and Yosh-
ida 2005).

It is noteworthy that the observed separation-like signa-
tures of wind over the wave crest are qualitatively similar to
flow separations of wind blowing over a rotating cylinder
(placed horizontally with its axis perpendicular to the wind),
which were investigated by Gad-el Hak and Bushnell (1991)
and Degani et al. (1998). This is not surprising because the
wind velocity at the wave crest is not zero but positive (neg-
ative) for waves opposing (following) wind in a reference
frame moving with the wave, and the wind velocity at the
top of the rotating cylinder is also positive (negative) if the
cylinder rotates forward (backward). Gad-el Hak and Bush-
nell (1991) notes that there is a close relationship between
steady flow over a moving wall and unsteady flow over a
fixed wall, and that in these conditions separation points
may be lifted above the surface and the traditional criterion
of zero surface shear stress does not apply. In fact, they pre-
dict that near-surface wind shear becomes negative (posi-
tive) over a cylinder rotating forward (backward), which
corresponds to a crest of waves opposing (following) wind.
This prediction is consistent with our LES results discussed
earlier; in particular, producing strong negative vorticity in
the trough for faster waves (Figs. 3P–R; also see Fig. 1 in
Degani et al. 1998).

Our estimates of the equivalent surface roughness zo
(including the effect of resolved waves) relative to the back-
ground roughness zob (representing the form drag of unre-
solved waves and viscosity) show that the enhancement zo/
zob is significant for slow waves following wind but
decreases as the wave age increases. On the other hand, for
waves opposing wind, zo/zob rapidly increases as the wave
speed increases. By comparing the results of the slowest
waves for both following and opposing wind (c=u∗s = 1.4 and
21.4), we find that the pressure form drag is very similar but
zo/zob is significantly larger with waves opposing wind, sug-
gesting that the increase of equivalent roughness length (or
drag coefficient) is not necessarily caused by an increase of
the wave form drag. We refer to the study of Hara and
Belcher (2004) and speculate that the reversal of energy flux
direction from wind to waves (from waves to wind) for
waves following (opposing) wind is responsible for the dif-
ference in zo/zob. This finding suggests that it is important to
account for the reversed energy flux when estimating the
enhancement of the effective surface roughness due to
opposing waves.

Waves opposing wind often appear when the wind field
rapidly changes in space and/or time, a situation commonly
encountered under tropical cyclones. Previous modeling
efforts of the sea-state-dependent drag coefficient have
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predicted waves opposing wind may significantly enhance the
drag coefficient in such conditions because of the assumed
large form drag (Reichl et al. 2014; Chen and Curcic 2016;
Chen et al. 2020). Results from the present study provide
credible support for such modeling efforts. In addition, our
energy budget analysis (section 3f) and the discussion on the
roughness length (section 3g) identify the strengths and weak-
nesses of existing models of mean wind profile and drag coef-
ficient over a spectrum of waves.

In this study we do not propose a new parameterization
of the drag coefficient as a function of wave age or other
simple wave parameters. This is mainly because the total
wind stress is expected to be dependent on integration of
the wave form drag due to waves of all scales and directions
(e.g., Donelan et al. 2012; Reichl et al. 2014). Only when the
entire wave spectrum can be characterized by simple wave
parameters (e.g., fetch-dependent growing wind seas under
steady uniform wind) can a simple drag coefficient parame-
terization be feasible. Since waves opposing wind appear
when the wind field rapidly changes in space/time, it is
unlikely that a simple drag coefficient parameterization is
applicable in such conditions. Instead, the aim of this study
is to advance our understanding of how waves opposing
wind interact with wind, how large the wave decay rate and
the wave form drag are, and how the mean wind profile is
modified by such waves.

Previous studies suggest that the wave growth/decay rate
and the effective roughness length may be significantly mod-
ified by sea spray (e.g., Bell et al. 2012; Innocentini and
Goncalves 2010). In addition, they may be further modified
by the nonlinearity of surface waves (e.g., Zdyrski and Fed-
dersen 2020). In this study the spray effects have not been
addressed and the wave nonlinearity effect has been investi-
gated by one simulation only using the second-order Stokes
waves. It is certainly desirable to incorporate these effects
more fully in future LES studies, particularly because waves
opposing wind are common under tropical cyclones, and
spray and nonlinear effects may dominate in such high wind
conditions. However, there are many conditions where our
results are more likely relevant. For example, even under a
tropical cyclone there is a large area (away from the eye-
wall) where wind speed is modest and opposing dominant
swell waves are not very steep, with c=u∗s| | as low as 5–10
(Chen et al. 2020). In such conditions, the results from this
study are likely beneficial for improving the sea-state-
dependent wind stress parameterization.
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