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1. Introduction

Offshore wind energy is a rapidly growing field worldwide, both in a scientific, engineering, and in an economical point of view. In Europe 140 GW offshore wind projects are already in different planning stages, and at the time of writing 1136 offshore wind turbines are installed and connected to the European power grid. By 2020 the offshore wind power's economical potential in Europe is between 60\% and 70\% of the projected electricity demand\textsuperscript{1}.

The are many different scientific aspects between onshore and offshore wind energy. Perhaps the most obvious one is that we are dealing with a moving surface at the bottom boundary, namely ocean waves. Not very complex compared with valleys and mountains, as we have onshore, but complex enough to significantly alter both the mean and turbulent behaviour of the wind field in the Marine Boundary Layer (MBL), compared with a flat non-moving surface. Some LES-studies have already shown how the waves influences the wind field in the MBL, e.g. Sullivan et.al. (2010).

Here we will show some preliminary results on important atmospheric parameters connected to offshore wind energy in the MBL. To perform these sensitivity tests we have run the WRF-model for a whole year with 5 different PBL-schemes. The initialization- and boundary data are from the ERA-Interim dataset from ECMWF in England. The results are primarily compared with observations from the German research platform FINO1 in Southern North Sea. From this platform there exists meteorological and oceanographical observations back to 2004 with both wind (1 Hz and 10 Hz time resolution) and temperature measurements for every 10th meter from 30 to 100 m above sea level.

2. Experiment setup

WRF3.2.1 is used throughout this study, and is run on a Cray XT4 system at Uni Computing in Bergen, Norway, with 384 CPUs for this project.

\textsuperscript{1} http://www.ewea.org/index.php?id=203

2.1 Resolution

Three two-way nested domains are used with 27, 9, and 3 km horizontal resolution, Figure 1. The outermost domain is covering the whole NE-Atlantic, included Iceland, such that the main Low pressure systems, which almost always are moving in from the west, are within the domain. The vertical resolution is 20 m from 0 m to 200 m. 50 m from 200 m to 500 m. 100 m from 500 m to 1000 m. 250 m from 1000 m to 5000 m. 500 m from 5000 m to 20 000 m. The time step had to be set to 120s to fulfil the CFL-criteria.

2.2 Physics schemes

\textit{Micro physics:} New Thompson scheme with ice, snow and graupel, suitable for high resolution simulations. 
\textit{Long wave and short wave radiation:} RRTMG schemes. 
\textit{Land-surface:} RUC land surface model, six soil layers, multilayer snow and frozen soil. 
\textit{Cumulus parametrization:} Grell 3D scheme with shallow convection turned on. 

Whether to use or not to use cumulus
parametrization schemes for horizontal resolution below 10-12 km can be discussed. One important difference between the cumulus convection cells, e.g. over the US compared with extra tropical oceanic conditions, is that the typical scale of the cumulus systems over the ocean is in general much smaller than over the continents. This implies that it is probably more important to use cumulus schemes, also for high resolution domains, when we are dealing with mainly oceanic conditions than over continental conditions. So far this assumption is not tested in this study.

2.3 PBL schemes
The main task in this work is to study the behaviour of the different Planetary Boundary Layer (PBL) schemes over pure offshore conditions.

WRF3.2.1 has eight different PBL schemes. We have tested five of them. The MYNN3, the old MRF, and the BouLac scheme developed for urban meteorology is not tested. MYNN3 caused the WRF model to crash all the time, and the reason is not figured out yet.

A short summary of the different schemes is as follow:

Non-local closure schemes:
- YSU (Hong et. al, 2006). First order scheme. Slightly modified in WRF to give enhanced mixing in the stable boundary layer (Hong and Kim, 2008)

Local closure schemes:
- MYNN3-not tested yet: 2nd order. TKE, $\Theta^2$, q2, and $\Theta q$ prediction.
- QNSE (Sukoriansky et.al, 2005). 1.5 order. TKE prediction. Designed specifically for stably stratified conditions, otherwise rather equal to MYJ.

The experiment was run five times, one with each PBL-scheme, for the whole year 2005, which means nearly 700 000 CPU hours. This has generated a total of 18TB data only for the inner domain.

2.4 Nudging
A small test with and without nudging was also carried out before the main runs. According to the literature nudging can be an advantage for longer runs.

Weak spectral nudging only on the outermost domain was set up for January 2005 with the YSU scheme. Most of the time series for wind speed showed only minor differences, but one interesting case appeared when a small, intense Low pressure system passed over Southern North Sea 19th January. Then the Low pressure system was positioned quite differently in the two cases, causing large differences in the wind speed at the FINO1 research platform. It turned out that the run with nudging was the most correct one, so with the literature and this small test case in mind, we decided to run the whole experiment with a weak spectral nudging on the outer domain.
3. Results

The model data is verified against measurements from the German research platform FINO1. FINO1 is located 45 km north of the German coastline in Southern North Sea, and has an continuous time series of meteorological and oceanographical data since 2004. The shortest fetch is to the south, while towards NW the fetch is 2300 km, all the way to E-Greenland.

Wind and temperature measurements are taken every 10\textsuperscript{th} meter from 30 m to 100 m, and there are also 3D-turbulence measurements from three ultrasonic anemometers at 40 m, 60 m, and 80 m above sea level. In addition there are humidity, rain, visibility, lightning, global and UV radiation, and also wave spectra from a nearby buoy.

Up to know only 100 m mean wind speed has been evaluated, and some of the results are shown below.

3.1 QQ-plot

A QQ-plot is a plot of the quantiles of two datasets against each other, and is an easy way to get an overall view of the model performance. If the two distributions being compared are identical, the Q-Q plot follows the 45\degree line $y=x$.

The PBL-schemes give quite different results. As seen in the QQ-plot for January-05, the YSU scheme comes up with rather large deviations from the measurements, while both the ACM2 and MYJ have a much better behaviour. The YSU scheme is clearly overestimating the wind speed, especially from 15-16m/s and higher winds. The 3\textsuperscript{rd} quantile from the FINO1 measurements is 20.5m/s, while the same statistics for YSU is 22m/s. For MYJ and ACM2 the 3\textsuperscript{rd} quantile is 20.1m/s and 20.2m/s, respectively, which is very close to the FINO1 data.
If we look from month to month the results are of course somewhat variable. E.g. in June-05 the YSU scheme was the best one, while the MYJ was the worst one. But over a whole year we get a rather clear picture. Fig. 6 and 7 show the QQ-plot for the YSU and MYJ scheme for the whole 2005.

3.2 Objective hit Score, OhitS
There are several methods or scores that are being used to find the best model compared to observations. Here we develop a new method called Objective hit Score, Ohits, which is a method for statistically comparing several model runs with point observations.

The OhitS method uses the median, mean error (bias), mean absolute error, standard deviation, and 1st and 3rd quantile to the model variables and observations.

- The model statistics closest to the observation statistics, for the parameter of interest, get one OhitS point.
- The model statistics furthest away from the observation statistics, for the parameter of interest, get minus one OhitS point.
- All other model parameter statistics get zero OhitS points.

With this method it turns out rather easily which models, in this case the different PBL-schemes, that generally show the best/worst performance.

Example for Jan-05:

For Jan-05 we see that the YSU scheme has lowest score compared with the observations on every statistical parameter used in the method, and then get -6 OhitS points. The ACM2 scheme has the best score in three out of six statistical parameters, and then get three OhitS points for Jan-05.

If we make such tables for every month plus a table for the whole year, and then summarizes the OhitS points we get this result:

<table>
<thead>
<tr>
<th>Model</th>
<th>+OhitS points</th>
<th>-OhitS points</th>
<th>Total OhitS points</th>
</tr>
</thead>
<tbody>
<tr>
<td>MYJ</td>
<td>19</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>MYNN2</td>
<td>17</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>QNSE</td>
<td>16</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>ACM2</td>
<td>21</td>
<td>21</td>
<td>0</td>
</tr>
<tr>
<td>YSU</td>
<td>10</td>
<td>21</td>
<td>-11</td>
</tr>
</tbody>
</table>

Table 2: OhitS points for the whole year 2005.

Table 2 above show very easily that the MYJ and MYNN2 schemes have the highest score, while the YSU scheme clearly has the lowest score. The ACM2 scheme has both most positive OhitS points, but also most negative OhitS points, which means that its performance is very variable throughout the year.

4. Summary and further studies
A one year simulation with WRF3.2.1 and five of its PBL-schemes is carried out for the Nordic Seas.

This paper show the first few results from this experiment, which will have its emphasize on the Marine Boundary Layer and WRF’s PBL schemes. Already now, with just simple statistics for the wind at 100 m level, we see that the PBL schemes give quite different results with highest scores for the MYJ and
MYNN2 schemes and lowest scores for the YSU scheme.

For the wind energy community it is very important to get as accurate wind forecast as possible, because the energy output is proportional to the third power of the wind speed, hence only small errors in the wind speed forecasts give large errors in the energy forecasts.

During the next months we want to find out the main reasons why we get such different results with the different PBL-schemes over the ocean. The WRF model itself has just a simple Charnock relation regarding how to compute the roughness length over the ocean, but this is in fact a function of wave height, wave age, wave direction etc.

During the next few months we will also have a coupled atmosphere-wave modelling system up and go (WRF-SWAN), and it will be very interesting to see how that will influence the mean wind and turbulence in the MBL.

Another interesting parameters that will be studied in more details are the atmospheric stability, and the turbulence. The latter one with observations from the sonic anemometers from FINO1, and the TKE output from some of the PBL-schemes.
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