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1. INTRODUCTION

Lightning poses considerable threat to the launch of the Shuttle orsptme vehicles at
Kennedy Space Center and also can pose a threat at other lauthtbsfas well.
Experience has suggested that the current Lightning Launch Comitetia&Cappear to
restrict launches in some cases when there may not be hazartriggened lightning.
This is in part because information is lacking on electric fieddg microphysical
conditions in clouds that may be electrified and may or may not pbsgaad. Anvils
from thunderstorms, thick clouds and debris clouds are of particulaeshter this
regard. The Airborne Fill Mill Project (ABFM) was conducted imd 2000, February
2001 and May/June 2001. The purpose of these campaigns was to obtain simultaneous in-
situ airborne measurements of the electric field and microphysiogent in anvils, thick
clouds, debris clouds and other cloud conditions near Kennedy Space Centdheising
Univ. of North Dakota Citation jet aircraft. The aircraft flighwere coordinated with the
WSR74C 5 cm radar at Patrick Air Force Base and the WSR 88 NIEXRAD radar

at Melborne, Florida. When possible flights were conducted over thesuésed field
mill network at KSC and in the operating range of the KSC Lightmetection and
Ranging (LDAR) system and the Cloud to Ground Lightning Surveillanete®
(CGLSS).

ABFM was a joint project with in addition to investigators from A Dr. Eric Defer,
now at National Observatory of Athens, Greece, Drs. Hugh ChristiantdvBateman,
and Douglas Mach of NASA Marshall Space Flight Center (MSH®); Anthony
Grainger, PI for the Citation from the University of North Dakdw;, Paul Willis of
NOAA/Hurricane Research Division; Dr. E. Phillip Krider and Mat&lie Murray from
the University of Arizona; and Dr. John Willett of Garrett Parlgriand. Dr. Francis
Merceret of NASA Kennedy Space Center was also one of theigatess as well as the
Project Monitor.

In addition to the goal of obtaining measurements to identify pos®tdaonships of
electric field, microphysics and radar structure of these clousise@fic goal was to try
to determine decay rates of electric field within the anvils 8&C to see if these decay
rates were consistent with decay rates theoretically peediat a simple model
developed by Dr. John Willett.

The flight characteristics and description of sensors to measate parameters, air
motions and microphysics of the Citation are described in Appendixt#eand of this
report. Table A.2 presents the measurement capabilities availlae ABFM, while
Table A.3 list the instruments along with general information onesaimge response and
accuracy. There were six microphysical sensors on the aitorafeasure concentration
and size for hydrometeors from sizes of a few microns to sevsilimeters.
Additionally, there were two sensors for detection of liquid watentent. The
microphysical instruments are described in Appendix C.



In-situ measurement of the 3-dimensional electric field wasitwat component of
instrumentation on the aircraft. This was accomplished using 6 higditigiy, fast
response time electric field mills designed and built by NAS3RA@. The placement of
the field mills on the aircraft and the techniques used to deterimen&-dimensional
electric field and calibration thereof is described in Appendix Bpekdices D and E
describe the operating characteristics, calibration and processitng WSR74C and
NEXRAD radar data. Appendices F and G describe the operation atatibms of the
Lightning Detection and Ranging (LDAR) instrument and the Cloud to Grhigindning
Surveillance System (CGLSS). At KSC there also is a sarfiatwork of field mills and
during ABFM this was supplemented with a mobile field mill opefrde the University
of Arizona. The measurements and analysis of results from trecswahd mobile field
mills will be described in a separate report by Ms. Natalierdy and Dr. Phillip Krider
of the University of Arizona.

2. THE FIELD CAMPAIGNS

Three field campaigns were flown during ABFM II. [The first B project was
conducted in 1991 and 1992, but for brevity in this report, we will refer t6NM\HR
simply as ABFM]. The June 2000 and the May/June 2001 campaigns werdethte
primarily to investigate anvils and the decay of other summexoneective events. The
February 2001 campaign was climatologically timed to investidptk clouds and long
-lived anvils passing over KSC that originated from storms oveiGihlié of Mexico.
Unfortunately the February campaign was held during a period of intbnsght in
central Florida. Consequently only one thick cloud case over KSC wasezbtand
another extremely marginal thick cloud case near Jacksonville, FL.

For the June campaigns, especially June 2000, initial penetration®ftegranade near
to, but at a safe distance from, the convective cores of storms. slihsequent passes
were made in the anvil at different distances downstream toiegdime decay of the
electric field both with time and distance. When Air Traffic Coh(ATC) would allow,
spiral ascents or descents were made through the anvils, but thes@&at nearly as
frequent as was desirable for studying the anvil vertical steictds a result our
sampling of the vertical structure of the anvil of individual storsneften incomplete.
However, over the period of the two summer campaigns anvils wegdezhat a wide
variety of altitudes in different locations relative to anvil tapd ébottom. Thus, the
observations in aggregate are felt to be representative of cmsditi anvils of Florida
thunderstorms. On some occasions, horizontal passes were made throaghiltia
different altitudes both across the anvil and at other times alengdwnwind axis. In
other cases the aircraft arrived during the decay stage ahthile but these cases are also
important because we know the lightning and reflectivity historhatf $torm relative to
the aircraft flights.

During all 3 campaigns the Citation was flown with 2 pilots and ethseientific
observers: a flight scientist, a scientist to operate and mahaddND data system and
microphysical instruments, and a scientist or engineer to operdtenanitor the field
mill measurements. Decisions on where to fly were interadidteveen crew in the



aircraft and aircraft coordinators at the KSC Range Opera@ongrol Center (ROCC).
There were normally 2 or more ABFM team members on the grounkeirROCC.

Aircraft position was telemetered to the ROCC and overlaid onBR74C near real-
time vertical and horizontal displays generated using Sigmetaeft In the ROCC one
ABFM team member communicated with the aircraft for both gafetd scientific

purposes while one person operated the 74C radar display system to pedwed

cross sections. Often there was an additional person in the ROG@d® personnel
operating the University of Arizona mobile field mill to the vitynof storms of interest
and especially those being investigated by the Citation. Unfortunatelyns were often
too distant from KSC for the mobile field mill to be deployed diyebelow storms

studied by the aircratft.

It is worth commenting that as we conducted the June 2000 and 2001 campaigns
quickly learned that as the Citation flew from weaker to greaectivity there often
would be a relatively rapid increase in the electric fielceBiectivities of roughly 5 to 10
dBZ. This occurred frequently enough that in June 2001 aircraft coordinatdhe
ROCC would often tell the aircraft crew where large inasétecreases in electric fields
might be expected. The sections below explore the relationship IneteBectivity,
electric field, and microphysics in some detail. The goal of mucthisfwork was to
provide a basis for new, physically based Lightning Launch Commier@ri{LLCC)
rules for anvils.

Table 2.1 lists all Citation flights for the June 2000, February 2000 aydlihe 2001
campaigns. The table provides a link to the ABFM Web page for egckhaavs takeoff
and landing times, the type of cloud investigated and a brief comment on that flight.



Table2.1
SUMMARY OF CITATION FLIGHT DAYSAND TIMES
AIRBORNE FIELD MILL PROJECT KENNEDY SPACE CENTER

Date

Flight times

ay

at

—

ly

(yy/mm/dd)|  (UTC) Cloud Type Summary
o Anvil o0 Case 1 (2059 - 2302): The aircraft wa
frequently near anvil edge, but other
* 000604 |2006 - 2340 times close to the convection.
o Convective |0 Case 2 (2312 - 2325): Single pass
through a convective region.
o Anvil o Case 1 (1815 -1852): A few brief
000607 1755 - 1907 moments in anvils. Mostly this is a
convective flight.
° ﬁm 0 Case 1 (1810 - 1826): Cell is in decay.
o Case 2 (1828 - 1858): Cell was in ded
at aircraft arrival. Aircraft flew on the
000611 1758 - 2000 edge of the anvil, not in the middle.
. o Case 3 (1901 - 1955): The part of the
o Anvil . . )
anvil studied was fairly close to the
generating convection.
i o Convective |0 Case 1 (1430 -1730):
000612 1415 - 1756 o Convective |0 Case 2 (1730 - 1745):
o Anvil 0 Case 1 (2045 - 2405): Aircraft arrives
000613 2016 - 2424 early anvil devglopment, stays throug
0 loss of convective and until anvil mos
decayed.
o Anvil 0 Case 1 (2127 - 2158): This anvil has
. mostly decayed.
000614 12058 - 24240 Anvil Case 2 (2212 - 2409): A good anvil case
for studying the decay of an anvil.
000617 1551 -1724| o Debris o Casel (1604 - 1724):
o Debris o Case 1 (2150 - 2227):
000620 2132 -2349|0 Convective |0 Case 2 (2228 - 2332): This is mostly
convection.
o Convective |0 Case 1 (1654 - 1718):
) i o Debris o Case 2 (1718 - 1744).
000623 -1 /1636 - 1911 o Debris o Case 3(1748-1752):
o Debris o Case 4 (1756 - 1824):




| 000623-2 (2050 - 2115 o Stratiform | o Case 5 (2057 - 2110): A ferry flight.
‘ 000624 - 1 ‘1624 - 1958| o] Convective| 0 Case 1 (1645 - 1945):
o Case 2 (2100 - 2113): electrified
o Debris stratiform
000624 - 2 12044 - 2343|0 Debris o Case 3 (2113 - 2225): electr. stratiform.
o Convective |0 Case 4 (2225 - 2332): but like 2 & 3
above
o Case 1 (1710 -1730): small, simple cell
o Convective |0 Lost cabin pressure.
000625 11702 - 1817\, Apyi o Case 2 (1730 - 1811), low altitude
below anvil
) i o Debris 0 Case 1 (1404 - 1425):
000628 -1 11400 - 1511\, pepyris 0 Case 2 (1425 - 1456);
o Anvil o Case 3(1815-1837):
o Anvil & o Case 4 (1837 - 2000): The anvil was
) ) Convective sampled only in the turns.

000628 - 2 11809 - 2135 o Anvil o Case 5 (2003 - 2118): The aircraft
remained too close to the core when
sampling this anvil case.

Date Flight times|Cloud Type Summary
(yy/mm/dd)
. o Case 1 (2053-2005) Thick Cloud
010203 | 2039 - 225+ Thick Cloud | ~2ce 2 (2125 - 2240) Thick Cloud
0 CuC o Case 1 (2250 - 2309)
010210 | 2147 - 241"’o Thicl? Cloud ° Case 2 (2312 - 2345) very marginal
thick cloud near Jacksonville
aterptror |° €258 L (Mo 161021710/ Try o
010217 | 1611 — 1756Thick clouds . _—
E cals over SLE Case 2 (Times 1710 — 1755) E mill cdls
over SLF
Date Flight times|Cloud Type Summary
(yy/mm/dd)
| 010522 [2120-2439| 0 Convective] o Case 1 (2133 - 2427):
o Anvil o Case 1 (1853-1913):
o Debris o Case 2 (1913 -1;931):
010525 1829 - 2213|0 Convective |0 Case 3 (1931 - 1938)..
o Debris o Case 4 (1938 - 1944): This might be the
same debris as case 2.




Se

It
he

ral

o Debris o Case 5 (1944 - 2038): This is debris
from the convective part of case 1.
o Anvil o Case 6 (2028 - 2200): Aircraft was
flying close to convection.
o Anvil o Case 1 (2135 -2201): Early stage.
o Anvil o Case 2 (2201 - 2222):
o Anvil o Case 3 (2222 -2322):
010527 2125 -2437|0 Convective |0 Case 4 (2322 - 2409): In decay
o Anvil o Case 5 (2409 - 2422): This anvil is
associated with the decaying cell of
Case 4.
010528 (1802 - 2202 Anvil Case 1 (1806 - 211120):
010529 1939 - 2248° Anvil o Case 1 (2006 - 2231):_Small _anV|I
attached to a long lasting active core.
010602 1839 - 2258|° Anvil & _ o Case 1 (1914 -2238): Thisis a part of a
Convective large system.
. o Case 1 (1901 - 1908): This shows
o Anvil ) ;
precip. going to the ground, but no
o Debris cores.
0 Case 2 (1908 -1921): This is very clg
to the radar data void and rather small
o Anvil so we can't really say much about it.
010604 1840 - 2314 0 Cas_e_3 (1921 - 1928): It is pQSSIb|e ﬂ'lIS
- o Anvil anvil is from the cell studled. |n.Case ..l.
Case 4 (1928 - 2010): At this time this
Is a separate cell with some lightning.
will soon be taken over by the one to
south. This anvil becomes detached &
o Anvil about 2003.
o Case 5 (2010 - 2259):
o Debris o Case 1 (1820-1846):
i o Debris o Case 2 (1853-1928)
010605 1759 - 2154/ papris 0 Case 3 (1938 - 2044 ):
o Debris 0o Case 4 (2044 - 2116):
o Convective |0 Case 1 (1749 - 1815): a mass of sevé
cells
010606 1733 -2035|0 Debris o Case 2 (1815 -1921):
o Debris o Case 3(1921 - 2005):
o Convective |0 Case 4 (2009 - 2020): multiple cells
o Convective |0 Case 1 (1729 - 1936):
010607 1717 - 2027|0 Debris o Case 2 (1937 - 1950):
o Debris o Case 3 (1950 - 2008):




us

Vil
S

o Convective | o Case 4 (2009 - 2017):
o Convective |0 Case 1 (2008 - 2042)..
o Anvil o0 Case 2 (2042 - 2133): This was flowr
) very close to the source.
010610 1958 - 2346/ papyris 0 Case 3 (2133 - 2210):
o Anvil o Case 4 (2210 - 2311):
o Convective |0 Case 5 (2311 - 2345) : Landing.
o Convective |0 Case 1 (2120 - 2146): complex cumu

010615 2106 - 2406° Anvil o Case?2 _(2146 - 2252): an\(ll in
weakening line of convection

o Convective |0 Case 3 (2252 - 2347):

| 010618 (2007 -2220| o Debris | o Case 1 (2032 - 2203):

| * 010623 (1816-2008( 0 Debris | o Case 1 (1824 - 2006):

| 010624 [1757-2027| 0 Anvil | 0 Case 1 (1804 - 2024): Tornado occyred
o Anvil o Case 1 (1952 -204810): Decaying an

010625 1920 - 2220/° Anvil o Case? (204820 - 2215):.E cahbraﬂpn
at low altitude below anvil from earlie
storm.

o Convective |0 Case 1 (1450 - 1457):
o Anvil o Case 2 (1457 - 1615):

010627 1434 -1733|0 Anvil 0 Case 3 (1615 - 1732): Another part of
the cloud system and probably has a
different anvil source.

o Thick 0 Case 1 (1925 - 2032): no convection

010628 1917 -2127|0 Thick o Case 2 (2032 - 2125): E calibrations
over SLF below same system.

* On dates 000604 and 010623 the times from the itati@ flight level data were off by 2 hours arut f
010217 by 5 hours. The times recorded here aredirected times.

See Section 3.2 for a description of the different cloud categor@svil, debris,
convective, thick cloud and stratiform.
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3. ANALYSISAPPROACH FOR INDIVIDUAL FLIGHTS

A natural first step of analysis was to examine the radari@hbdrne measurements from
each flight to determine the type(s) of cloud or storm in whichaitteeaft flew on a given
day. The results of such analysis are those displayed in Table 2.&¢hthves a wide
variety of types. But before this detailed analysis could be domeastnecessary to
process and display both the airborne and radar measurements anch@tadcatd a
coordinated framework. Early display products of the airborne measuenmere
separate plots of individual parameters such as altitude, tempergparticle
concentrations and electric fields. Examples of such plots for guaremeters are
presented on the ABFM WEB site. The ABFM Web site developed aRN&hd various
products and plots are described in Appendix H.

The WSR74C radar located at Patrick Air Force Base was timangrsource of radar
observations, because it is dedicated for KSC operations. Analysisls@ performed
using the Melborne Florida NEXRAD WSR88D, 10cm radar observations. Im tarde
display vertical and horizontal cross sections of the 74C or NEXRABr observations
it was first necessary to process and grid the raw data. ®oegsing, gridding, display
and issues with the 74C and NEXRAD radar data are described in Apgemiand E,
respectively. The raw radar measurements in range and elevadics were converted to
Cartesian space on a 1 km grid both vertically and horizontally $RJNT software.
See Appendix D for more details. Minimal interpolation or filterofghe raw data was
done in order to try to preserve the spatial resolution of the raasurements. Both
radars have gaps between consecutive elevation sweeps (refdrezdihoas scan gaps),
at higher elevation angles. This issue is discussed more in Appendicand E.
Processing, gridding and early production of the 74C CAPPIs was ddli@A®R and at
MSFC by Monte Bateman for the NEXRAD rad@APPIs were created for each 1 km
of altitude (MSL) using the NCAR software CEDRIC and for eaalume scan (every 2
% min for 74C and 5 min for NEXRAD) from roughly 2 hrs before aitctateoff to
about 1 hr after landing. The gridded radar volumes have been copied ontm€Bre
available through the KSC Weather Office. Early analyses usdiidual CAPPIS
displayed at 4, 7 and 10 km MSL with the aircraft track overlaid. glessly 74C
CAPPIs can be viewed for each day at the ABFM Web site bkitj on Link 16. See
Appendix H for additional information.

It quickly became apparent that given the wealth of measurememeshad was needed
to display airborne and radar observations together. There alsoneasl & make these
display products available to all participants at different unsdibs so that all members
of the team could participate in analysis. As a result NCARI|dped the ABFM Web
site with the goal of not only displaying the measurements but@a&ong the plots and
many of the data sets available to participants (within the thsage space limitation of
the Web server). This Web site has now evolved into a powerful anahdidisplay tool
and is described in Appendix H. As this report is being written tREM\ Web site is
being transferred to a server at NASA Kennedy Space Center.
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To meet the need of being able to view vertical sections of ttee end key airborne
observations on the same plot the MER (Microphysics, Electridsfiékadar) software
was developed using the Interactive Display Language (IDL). Lsewilots were
developed using IDL to show CAPPIs at 4, 7 and 10 km on the same irage With

overlay of aircraft track and, if desired, lightning observations ft@AR and CGLSS.
To aid in examining the evolution of the storm structure JAVA applets wereogedeso

that sequential plots of various products including MER and CAPPI snegeld be
viewed rapidly via animation.

3.1 An example: TheJune 13, 2000 Anvil Case

As an example of analysis that was performed for each flightiseussion and
presentation of plots for the 13 June 2000 case is presented in thicsoih-$@nly the
NEXRAD radar data were available for this day. On all othghtldays, except Feb. 10,
2001 when the aircraft was flying near Jacksonville, data areabimifor the 74C.
NEXRAD radar data are available for all days except for 24912000, June 25, 2000,
and Feb 17, 2001.

The aircraft investigated the June 13th storm for over 3 hours. Fdirsh&@ hours
reciprocal passes were made from east to west through theainmilghly 50 to 75 km
from the storm core. The storm produced lightning throughout this period. afftegn
lightning ceased in the storm, reciprocal passes were madenbheast to southwest
along the axis of the anvil. Figure 3.1 presents a composite CA&PWph lightning
overlaid for one of the east-west passes from 2104 to 2110.

In addition to this example of CAPPIs at 4, 7 and 10 km, the evolution afata
structure of the storm and the flight of the Citation in the stoam be viewed in
animation on the ABFM Web site by going to the ABFM Home Page at
http://box.mmm.ucar.edu/abfmOn the left side of the ABFM Home Page is a vertical
listing with links for all flight days. Click on June 13, 2000. This brings up theyD¥édb
page for June 13th showing links to various display products and data. Te weggptet
that animates NEXRAD CAPPIs without lightning click on Link 7 or CAPPIs with
lightning overlaid click on Link 8. The user can select a speciidd®®l or specific
periods to examine in the right window and can move forward and backenwtith
buttons on the top of the window display. Only NEXRAD data were availffabl this
day but for most other days both 74C and NEXRAD data can be viewedhegk
applets.

Similarly, the evolution of lightning in and near this storm can beedkeby clicking on
Link 12 on the June 13, 2000 Daily Web page. The lightning display for therLOma
period 2100 to 2110 surrounding the CAPPIs of Figure 3.1 is shown in Figure 3.2.

12



Flight Level: 10 km
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Figure 3.1 CAPPIs at 4, 7 and 10 km MSL showing the Citatiatk for the period as indicated. CG
flashes detected by the CGLSS system are overaiddhtriangles and LDAR VHF sources as black gluse
for the period of this volume scan (2104-2109).sTéiorm was ~150 km from LDAR so the detection
efficiency was low.

As the aircraft flew from east to west it flew from thége of the anvil into regions of
higher reflectivity with precipitation extending to the ground nbarwestern end of the
track. The vertical structure of reflectivity along the aiftcrerack along with
measurements of particle concentrations and electric fiektsisn in Figure 3.3, one of

our MER plots (Microphysics, Electric Field and Reflectivitpy the period 2100 to
2110. The period from 2100 to ~2102:30 is the end of an east-bound pass. Additional
MER plots for different time periods on this day can be viewed hyggw the June 13

Web page and clicking on Link 6 -- the applet or directory for NEXRAD MER plots.
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ABFM — 06/13/00 21:00:00 — 21:09:58
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Figure 3.2 Top panel: Display of VHF sources detected by EHD#t the given time (color coded) and
altitude. The triangles at the base shows the tihwecurrence of CG flashes detected by the KSC £&L
The panel on the lower left shows the X,Y locatiefative to the WSR74C radar of LDAR sources and
CG flashes detected during this 10 min time peridte panels above and to the right of the XY digpla
show VHF sources and CG flashes in a XZ and YZemagion. Track of the aircraft durirthe 10 min
time period is overlaid. For more information oe thDAR and CGLSS systems see Appendices F and G,
respectively.

Figure 3.3 illustrates how the electric field can increase aliaally as the aircraft enters
regions of reflectivity >~10 dBZ at ~2107. Emag increases frok/@ to ~20 kV/m in
~10 s (~1200 m). Unlike the abrupt increase for electric field, treantration of
particles in various size ranges (top panel) increase without abhapiges as the
Citation flew from the edge of the anvil towards the more densé thievi out the other
side. This big increase in electric field is a common feature of the ABFMunesasnts.
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Figure 3.3 Top Panel: Particle concentrations measured by: The PMS H3$® 48um), light, solid line

= total conc. on right scale; The PMS 2D-C (8@ to ~3 mm), bold = total conc., dashed = concnwii

on left; The PMS 1D-C (15 to 96@m), dotted line = total conc. on leflecond panel: Reflectivity at the
location of the aircraft, bank angle of the airtiafid ambient temperatur€hird Panel: The curtain of
radar reflectivity in the 1x1 km column above araov the aircraft, in this case from the NEXRAD a&d
bold line = aircraft altitudeBottom panel: Vertical component of the electric field, M Eght line on left
on a linear scale; Eq/Emag dotted on left scaleXEgpparent field due to charge on the aircrafifEatag

is an indicator of the reliability of the electriteld measurement); M Emag, the resultant vecteldfi
determined from the M matrix solution, bold line tre right on a log scale. The dashed verticalsline
running from top to bottom are time boundaries rafividual radar volume scans used to produce the
vertical section. For the 1o min period of thist@Boseparate volume scans were used.
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Note that the sharp increase in electric field occurs almosinate before the aircraft
passes over precipitation reaching the ground. One minute correspond&noatihe
flight speed of the Citation. As the Citation continued flying towtaedwestern edge of
the anvil, reflectivity, particle concentration and electric field dectbase

The three components of the ambient electric field, Ex, Ey, Ez, avad)Bhe absolute
magnitude of the electric field, are shown for this same timedgaer the first four panels
of Figure 3.4. The X component is along the fuselage of the airtttafty component
along the wings and the Z component is vertical in a right handed cderdysiem. A
positive field is the direction in which a positive charge will mdsiectric field plots for
other time periods can be viewed on the June 13th Web page by clicking on Link 13.

The traces in each panel contain the external electric figldedefrom the field mill
measurements by two different techniques, the M matrix and thatkxnapproaches.
The bottom panel of the figure shows Eq, the equivalent field due toecloardhe
aircraft, determined from the M approach and “K Slack”, a parameted in the K
approach to show residuals unaccounted for in the K approach. After cobksidera
scrutiny and examination by personnel at MSFC, the M matrix appwachletermined
to be much more reliable, primarily because the K approach sorseatimes not correctly
account for charge on the aircraft. In this report all referéncelectric fields and all
plots showing electric fields (other than time series plotdeuftréc field, such as Figure
3.4) will be those extracted using the M matrix approach. For mévemation on the
electric field measurements and a description of the M mayxoach see Appendix B.
Field Mill calibration is also discussed @itation Field Mill Calibration, D. Macland on
the ABFM Report Page. The K matrix approach is described in Koshak et al. (1994).

During the time period shown in Figure 3.4 the Ez component of theieléetd is
dominant. Both Ey and Ex contribute somewhat to the total resultddf bat the
contributions are small. The dominance of the vertical component oktdevas found
to be true in almost all of the anvil penetrations even when a pemetnas made quite
close to the storm core.
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Airborne Electric Field Megsurements
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Figure3.4 First four panels: the Ex, Ey and Ez electritdfiecomponents (relative to the aircraft attitude)
and the magnitude of the total electric field atedrined from the M matrix solution (Bold line aledt

axis for all) and the K matrix solution (light lirmd right axis). Bottom panel: M_Eq, field duectmrge
on the aircraft from the M solution and K slaclksideials from the K solution.
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Particle concentrations from different sensors and for diffeieatranges for this same
time period are included in Figure 3.5. Plots for other time periodseaviewed via
Link 14 on the Web page for this day. The concentration from all probes and in all
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Figure 3.5 Time series plots of 10 second average valugsadicle number concentration for different
probes and size ranges as indicated

size ranges increase from 2104 to ~2109 as the aircraft approaeteghter reflectivity
within the anvil and then decreases more rapidly as the aifieeaftoward the edge of
the cloud on the west side. The relative increase in concentratemges for the smaller
particles (shown by the FSSP and the total concentration of the dr®@-DC probes)
than for the larger particles (shown by particles > 1 mm frben 2DC and HVPS
probes). Note that mm-sized particles exist even near the alggseThe quality of the
microphysical measurements during ABFM was in general very ¢wodghout most of
the project. This figure shows excellent agreement between tQe &id HVPS for
particle >1000u. Even though the agreement for this time period is good, the HVPS
sometimes performed marginally during the 2000 campaign. See Appendor C
descriptions of each of the probes and of the uncertainties in thepimysical
measurements.
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Even though this pass of the Citation is moderately close to thefctiis storm (Figure
3.1) at a time that it was still producing lightning, the Rosemzing IDetector showed
no evidence of supercooled water being present. All anvil casesexameined for
evidence of the presence of any supercooled liquid water in these &uowilsone was
found. (MS Thesis UND, Schild, 2002). During penetrations of a few stores some
supercooled liquid water was found so we have confidence in the abilitg &fosemont
probe to detect supercooled liquid water if it is present. The abs#nsepercooled
liquid water implies that the non-inductive charge separation precessinlikely to be
occurring to any significant degree in these anvils.

Particle size distribution plots shown in Figure 3.6 illustrate dothagreement between
the different probes as well as more details of the size distribution.

June 13, 2000
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Figure 3.6 Top panel: Concentration size distributions (30 sec avespder the indicated initial times
during the Citation pass shown in Figure 3.1 arRl Bottom panel: Particle cross sectional area size
distribution for the same 30 sec time periods. Ligie on the left side of each plot -- FSSP (afls for
area plots); Bold line — 2D-C; light line on righit each plot -- SPEC High Volume Particle Spectriame
HVPS, (~400um to ~5 cm range).

As noted for the particle concentration time series plots, suegeesigze distributions
show increases in concentration over the entire size distributidimasprogresses
reaching a peak at 2108:00 to 2108:30 when the Citation was flying in hijleetivity.
Size distributions for other time periods are available via Link 15.

Examples of images (shadows) of particles measured by the2FMSprobe are shown

in Figure 3.7 for the time period 2105:53 to 2110:28, the time period of thegiteavil
penetration shown in Figures 3.1 and 3.3. Each row of particle imagespmmnds to one
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buffer of data recorded by the 2-DC. 2D particle images can besdiéov each flight
day of the June 2000 or May/June 2001 on the ABFM Web site. Go to:
http://www.mmm.ucar.edu/abfm/webpage/2-DC_Images

Select the year of interest, 2000 or 2001, then the flight day of shtdit@s brings up a
list of frames from that flight in sequential order. Only 1 outeeéry 100 buffers is
shown, hence the time gap between buffers in Figure 3.7. Images dhelsasire used
to derive the particle number and area size distributions for the 2DC probe.

The first buffer in Figure 3.7 shows relatively more medium spaaticles compared to
buffers near 2108, because statistically there were more paréliles than large near
2108 even though the concentration of large particles at 2108 was more than at 2105.
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Figure 3.7 Buffers of particles imaged by the 2-DC probe. Vhgical dimension of each row is

~ 1mm. Text across the top of each buffer designiéight day (M/D/Y); start time of first image ithat
buffer (row); start time of last image in the buff®eltaT: = elapsed time to fill the buffer; TAStrue
airspeed of the aircraft. The TAS is used to deitegrthe horizontal particle size.

The higher size resolution images from the Cloud Particle Im@&jf®) shown in Figure
3.8 illustrate the characteristics of the particles found in ABkMils. These selected
images are for the time period 2151 to 2152 in a region in and near strong electric fields.
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Figure 3.8 A, B and C from top to bottord\) Particles < 10Qum. The smallest image in this frame is ~15
um and the largest image is ~gf. B) Particles between 100 and 40®. The largest particle (on the
lower right ) is ~32Qum. C) Particles > 40um. The largest image is ~6p@n.

Analysis of the CPI images for several days by Paul Wdlews that most of the
smallest particles appear to be frozen cloud droplets along with ioggularly shaped
particles. The intermediate sized particles in this figure maggular shape but a few
appear to be plates imaged face-on or from the side. The |lpagéstes in this example
are long, highly irregular aggregates. Some of them are tnat&r Isuggesting that strong
electric fields aided the aggregation process. These long, Aggeegates were observed
fairly frequently, but not always in regions of strong elecigtdf Once formed, sintering
between the aggregated crystals can rapidly form a strong @iotving them to be
carried downstream for long distances while maintaining this same basic shape.

Cross-sectional area distributions are shown along the bottom oeHdurThese areas
were determined from measured cross-sectional areas of indipadugles, such as in
Figure 3.7, by summing shadowed diodes (see Appendix C). The area in tioe2200
MM size range progressively increases with time in thisdiglihe impact of the area
distributions on the rate of decay of the electric field as ohéed with John Willett's
simple anvil model (Willett, 2001 and 2003) is discussed below in Sectidines E
decay time scales (estimates of the time taken to dewagrly from an initial electric
field of 50 to 0 kV/m assuming the “high limit” conditions) calcutafeom the model for
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each of these area distributions is shown at the bottom of the. figeeeWillett (2003)
for details. On the edge of the anvil the time for this decayligle more than 5 min
while in the dense part of the anvil the time is > 1 %2 hr. Thus atieeof decay is very
dependent upon the particle size distribution, particularly of pariicldse 200 to 2000
UM size range.

Figure 3.9 displays the particle cross sectional areas as @ofunt time for different
particle size categories. The areas in these size casgme based on integration of
specific portions of the detailed size distributions such as thdsigufe 3.6. The largest
contribution to accumulated area is for particles in the size range 200 tp.1000
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Figure 3.9 Time series plot of 30 second average valuesudighe cross sectional area for different probes
and size intervals as indicated.

Towards the edges of the anvil (~2104 and 2111) the contribution from Eaxide0u

is almost comparable to the area of those particles 200 to |[LONOte that the size
categories for the time series area plots are differentttiwse for the time series plots of
particle number concentration in Figure 3.5. Time series plots of nucobeentration
such as Figure 3.5 use 2DC categories of 100 — 400, 400 — 1000, andu>W0@beas
in the time series plots of area such as Figure 3.9, sizeocae@f 100 — 200, 200 —
1000, and >100Qu were used. The separation at 4p0was selected for our initial
analysis and display of number concentrations because this is the iaggeosize at
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which riming of cloud droplets begins to occur on ice crystals. Howeafer
examination of the area distribution plots for the electric déioag studies, it became
apparent that a significant amount of particle area was contagtegen 200 and 4Q0
and 200u would be a better separation for the area time series plots.

After lightning had ceased in the storm slightly before 2200, wedtanaking passes
along the axis of the anvil with and against the wind. The southernpadsbf two of
these passes from the downwind tip of the anvil into higher reflgcte/mnants closer to
the storm core are shown in Fig. 3.10. The maximum reflectivities at the aaititatie
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Figure 3.10 CAPPIS at 7 and 9 km for periods as indicateth @imin of aircraft track overlaid (left:
2251 to 2300 and right: 2332 to 2341). Squares stavt of trackL ower Panels. Ez, (bold line, left

scale) and magnitude of total field, Emag, (light] logartithmic right scale) for the periods 2250
2300 and 2320 — 2330. In this plot Emag is a lggttid line, not the bold line used in MER plots.

were 14 to 17 dBZ from 2253 - 2258 and 12 to 15 dBZ from 2324 — 2330. From the
vertical structure of the reflectivity along the aircrafick shown in the MER plots of
Figure 3.11, we see that the reflectivity below the aircra#t graater for the first pass
than for the second. In both passes the aircraft is above the abitudeximum
reflectivity.
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Figure3.11 MER plots corresponding to the two passes sho@ARPIs in Figure 3.7.

The maximum electric fields observed during the first pass ®@rkV/m at 2253:30.
During the second pass the electric fields had decreased toimunaof 1.5 kV/m at
2325:30, a decay of 37.5 kV/m in 32 min (1920 s). By comparison the maximum in the
calculated E time scalag, for the decay from 50 kV/m was 1711 s for the period
2253:30 to 2254:00. Using this time scale we calculate via equation 5)lleft\&nd

Dye, (2003), a time of 1275 s for the electric field decay from 3883d&V/m based on

the 30 s average particle size spectra observed at 2253. In thitheavodel decay is
consistent with the observations.

In summary for the June 13, 2000 case the anvil was investigateadgstdra time when
lightning was occurring frequently in the core to the time thatstbem had dissipated
and electric fields in the anvil had decreased to values <2 kV/mm.iFbne of the better
cases investigated during ABFM but it exhibits characterisyiggal of the other anvil

cases and even debris clouds. Even when strong fields existed in tee pims of the

anvil, as the aircraft leaves reflectivity and approached the efigfge anvil, electric

fields dropped to low values of 1 kV/m or less. These decreasestdrstiength are often
abrupt, much more so than the decreases in particle concentratiarie aricentrations
in all size ranges decrease as the aircraft flew to the anvil edge.

3.2 Classification and Lists of Different Storm Types
In following sections we explore the relationships between rafigct particle
concentrations and sizes and electric fields for the ensembl&lBMAMmeasurements.

Before moving to other sections we wish to point out some informationstiagailable
for each flight day on the ABFM Web site. For each flight dayethe a Daily Home
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Page containing Links to various data displays and also dataudksas those described
for the June 18 case above. See Appendix H.

Near the top of each Daily Home Page there is a Synthesisthat shows summaries
and analyses done for that day, a Weather Summary for that da@jtétien Flight
Track and Brief Notes pertinent to that day (sometimes the cootenkaps with the
synthesis). At the top of each of these Syntheses there is agymable for each case
on that day. This table shows the time period of the aircraft ige¢isin of this case; the
type of case; complexity; degree of convective activity; apprateénocation (usually of
the core); estimate of storm motion; and a brief verbal desumiii the case. It also
presents some statistical information on electric field, and [gmtiChese statistics give a
sense for the case but for most of the flights the variabdlitsrge, so average values tell
only part of the story. Any analysis that has been written up ferflight day follows
after the Summary Tables in reverse chronological order.

Near the bottom of the Daily Home Page there is a Link toMERGED” data files for
both the 74C and NEXRAD. These MERGED files contain 10 sec aveohgescraft
measurements of aircraft position and attitude, state parametesophysics and
electric field time synchronized with various calculated réflég parameters. They are
an important source of measurements for any analysis to be undeitakes.are also
links to other measurements included the 1 s averages of thécdletdrmeasurements,
LDAR and CGLSS lightning data, both 10 s and 30 s averaged partielsureeents,
KSC profiler and Rawinsonde measurements, and the Citation fliggitdata from the
Univ. of North Dakota processing.

We have used the above information and tools on the Web site to examinégkaemdl
have separated and listed each case into different categaness, debris, convective,
thick clouds, and stratiform. Table 3.1 gives a list of all anviésascluding times and a
few words regarding the stage of decay. Similar informatigorasided for all debris
cases in Table 3.2, for thick clouds in Table 3.3 and stratiform cases in Table 3.4.

Often there is ambiguity between the different cloud types. Butherpurposes of
separating and listing the cases in these tables we have usédlldieng general
guidelines. The classification of types for each day was detedriby following the
evolution of the storm using the CAPPI and MER plot displays.

Anvils are formed by divergence at the top of a convective core drabgport of
material from the convective core(s) due to upper level winds. For‘lowknvil’
category a cloud was considered an anvil only if the cloud in questioa dafinable
base without precipitation reaching the ground.

Convective generally meant that reflectivity of 35 to 40 dBZ oatgrewas evident on

the 4 and/or 7 km CAPPIs with distinct cellular structure. Ofigintriing was occurring
in the cell or nearby.
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Debris clouds were considered to be cloud remnants from once activertitarrde that
grew in a low shear environment after strong cellular struetaseno longer evident and
lightning had stopped. The resulting radar structure at 4, 7 & 10 km témdeolve as a
block and remain vertically stacked with no obvious anvil formation. & ialcluded
stratiform regions that formed behind or adjacent to once activesis debris clouds.
Sometimes these regions advected over KSC from earlier deep twomteche west or
east.

Stratiform clouds covered extensive regions (usually trailingntaan system) without
strong deep convection. They usually were attached to or formed by deegctive
systems. Sometimes they moved into the area from earlier deep convection.

Thick Clouds were layered clouds, some part of which was in the 0 toteB@§erature
zone. Precipitation might or might not be reaching the ground. Theicabable 3.3 are
ones that were distinctly thick clouds, but some cases in the dabrratiform
categories could also be considered as thick clouds.

There is ambiguity in trying to distinguish between debris, thigkrkd clouds or
moderate wide spread convection, such as a stratiform layer and aawein

Operationally it is not feasible to uniquely categorize most clalwsg convective
weather. Most thunderstorm-derived clouds away from the core maysimuitaneous
characteristics of anvil, debris and thick-layered cloud. Operatyoéllapplicable rules
are applied to the same cloud, and the most conservative resultdisBugefor the
purpose of understanding the behavior of different kinds of systems arelatienship
of electric field with reflectivity, it is useful consider tdédferent types within the ABFM
data set.
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Date/Type

000604
o Anvil

000607
o Anvil

000611

o Anvil
o Anvil
o Anvil

000613
o Anvil
decay.

000614
o Anvil
o Anvil

000625
o Anvil

000628 2

o Anvil

0 Anv & Conv
o Anvil

010525
o Anvil
o Anvil

010527

o Anvil
o Anvil
o Anvil
o Anvil

010528
o Anvil

010529
o Anvil

Times

2006 - 2340
2059 — 2302

1755 — 1907
1755 — 1907

1758 — 2000
1810 — 1826
1828 — 1858
1901 — 1955

2016 — 2424
2045 — 2405

2058 — 2424
2127 — 2158
2212 - 2409

1702 — 1817
1730- 1811

1809 — 2135
1815 - 1837
1837 — 2000
2003 - 2118

1829 — 2213
1853 - 1913
2028 — 2200

2125 — 2437
2135 -2201
2201 - 2222
2222 — 2322
2409 — 2422

1802 - 2202
1806 — 21120

1939 — 2248
2006 — 2231

TABLE 3.1
LIST OF ANVIL CASES

high E

low E

low E
low E
low E

mod E

low E

hi low E

low E

low E
mod E
mod E

mod E
low E

low E
low E
low E
low E

low E

mod E

Comments

Aircraft flew near cores but also near anvil edge.

Mostly convective, some moments in anvils.

Cell is in decay.
Aircraft flew on the edge of a decaying anvil.
This anvil was close to generating convection.

Early stages of anvil development through

Decaying anvil with no generating convection.
Good case for studying anvil decay.

Cabin pressure lost at ~ 1730.
Below the anvil at 1.5 km MSL.

Spiral up through anvil.
Anvil only during turns, mostly convective.
Mostly close to a core, not a good anvil study.

A small anvil on the northern edge of a line.
Aircraft was flying close to convection.

Early stage of developing anvil.

Perhaps anvil of Case 1, but maybe debris.
More than one anvil finger, merger with case 2.
Anvil associated with decaying cell of Case 4.

Passes in an attached anvil cloud above KSC.

Small anvil attached to a long lasting active core
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010602
o Anv & Conv

010604

o Anvil
o Anvil
o Anvil
o Anvil

010610
o Anvil
o Anvil

010615
o Anvil

010624
o Anvil

010625
o Anvil
o Anvil

010627
o Anvil
o Anvil

1839 — 2258
1914 — 2238

1840 - 2314
1901 — 1908
1921 — 1928
1928 — 2010
2010 - 2259

1958 — 2346
2042 - 2133
2210 - 2311

2106 — 2406
2146 — 2252

1757 — 2027
1804 — 2024

1920 - 2220
1952 — 204810
204820 — 2215

1434 - 1733
1457 — 1615
1615 -1732

hi E

low E
low E
low E
mod E

mod E

mod E

mod E

hi E

low E
low E

low E
mod E

Example of intervening precip. attenuation.
Large system, one dominant, intense cell.

frecip. going to the ground, but no cores.
Avil,perhaps from the cell of Case 1.
Isolateckll, later a detached anvil.
Early anvil formation through decay.

Develops large stratiform-like area downstream.

This was flown very close to the source.
To SW of above cell, same system.

anvil in weakening line of convection

Spatial decay of E for intense tornadic storm.

Detached anvil in decay
E cals over SLF below high anvil

Growing anvil with turns near cores.
Another part of the above cloud system.
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Date/Type
000617

o Debris

000620
o Debris
growth.

000623 1
o Debris

o Debris
o Debris

000623 2
o Stratiform

000624 2
o Debris
o Debris

000628 1
o Debris
o Debris

010525

o Debris
o Debris
o Debris

010604
o Debris

010605
Debris
Debris
Debris
Debris

O O O0OO0Oo

010606
o Debris
o Debris

010607
o Debris
o Debris

TABLE 3.2

LIST OF DEBRIS CASES

Times
1551 - 1724
1604 — 1724

2132 - 2349
2150 — 2227

1636 — 1911
1718 — 1744

1748 — 1752
1756 — 1824

2050 - 2115
2057 - 2110

2044 — 2343
2100 - 2113
2113 - 2225

1400 - 1511
1404 — 1425
1425 — 1456

1829 — 2213
1913 - 1931
1938 — 1944
1944 — 2038

1840 — 2314
1908 — 1921

1759 — 2154
1820 — 1846
1853 - 1928
1938 — 2044
2044 - 2116

1733 - 2035
1815 -1921
1921 — 2005

1717 — 2027
1937 — 1950
1950 - 2008

Comments

low E maritime line, southern end weakens over KSC.

low hi E Initially debris from one cell, then new

hi low E Decay of small cell. Much larger, active
area nearby
low E  This case never had a strong core.

hi mod E On eastern edge of complex system

A ferry flight. E observations, no microphysics.

mod E  Aircraft passed through some debris at takeoff.
hi E Some areas of 40dBZ at 4 km, some lightning.

low E  An hour after last lightning.
low E  Aircraft arrived too late for decay studies.

low E  There was convection in this area at 1834.
low E  This might be the debris from case 2
low E  This is debris from the convective part of case 1.

low E  Rather smadlry close to the radar void.

low E  maritime debris, final decay

hi E very active maritime, offshore storm

low E  advanced decay of once active convection.
mod E  axial pass, pseudo-anvil of active storm

low E  This debris cloud is in decay.
low E  Decaying debris, different cell from case 2

low E Passes in Stratiform debris with embedded cells.
low E Passes in Stratiform debris with embedded cells.
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010610 1958 - 2346

o Debris 2133 - 2210 hi E Debris to the SW of the anvil of case 2
010618 2007 — 2220
o Debris 2032 — 2203 hi E Small convective near Stratiform. Interesting.

sign reversal of electric field
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Date/Type
010203

o Thick Cloud

010210

o Thick Cloud

010628

o Thick cloud
0 Thick cloud

TABLE 3.3

LIST OF THICK CLOUD CASES

Times
2051 — 2253
2125 — 2240

2147 — 2417
2312 — 2345

1917 - 2127
1925 - 2032
2032 - 2125

Comments
low E Best thick cloud case; no electrification.
low E  Very marginal thick cloud near Jacksonville.
lowE  Cloud ~ 4 km thick; temp at A/C ~ --8C.
low E  AJ/C below layer doing E cals over SLF.

SOME STRATIFORM CLOUDS PROBABLY QUALIFY AS THICK CLOUDS.

Date/Type
000623-2

o Stratiform

000624-1
o Stratiform

000624-2
o Stratiform

010522
o Stratiform

010606
o Stratiform

010615
o0 Stratiform

010623

0 Stratiform
o]

010624

0 Stratiform

010628
o0 Stratiform

o Thick Cloud

TABLE 3.4

LIST OF STRATIFORM CASES

Times
2050 - 2115
2055- 2110

1637 - 1957
~1815 - 1957

2055 — 2342
2100 - 2342

2128 - 0035
2137 - 0020

1940 — 2043
1810 — 2035

2120 - 2406
2250 — 2346

1825 _ 2005
2250 — 2346

1804 — 2024
2250 — 2346

1925 - 2123
1935 - 2026
2030 — 2125

Comments

hi E Short, ferry flight. No microphysics.

hi E Stratiform with weak convection. Land Orlando.
hi E Takeoff Orlando, Stratif. with weak convection.
hi E Band of stratiform with embedded convection.
hi to wk E Decay of weak convective band.

hi E Embedded convection. Over 74C at times.
hiand lo E Behind a long convective line.

hi E Behind intense convection, on return to PAFB.

mod E  Widespread layer with precip to grnd at times.
loE E cal over SLF, Thick cloud layer above.
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4. ELECTRIC FIELDS, MICROPHYSICSAND RADAR REFLECTIVITY

In the previous section we presented the June 13, 2000 anvil case asple @tane of
the better anvil studies. The goal of following sections is to @@ameasurements from
all anvil cases to better understand the relationships betweetmnicelieeld, radar
reflectivity and particle concentration and size in the Floridalsariavestigated by
ABFM.

The first step in this process was to determine times forhwthie Citation was flying
within anvils. To be considered an anvil the cloud in question had to havedfdoyne
divergence at the top of the convective core or by transport of alafesm the
convective core(s) due to upper level winds. This was determined byadede
examination of the evolution of each storm using the CAPPIs and M&R fpk each
flight day. To be considered as “In-Anvil” the aircraft also hathdwe been flying in a
region in which the anvil had a definite base. Regions in which rafbactivity
appeared to be reaching the ground were excluded from the In-Anwifickson. The
list of days and times derived from this analysis are avaikblee ABFM Web site on
the Reports Page via the Link “In-Anvil” Dates/Times as of Sept 4,.2003

Further filtering of this data for each day was done to elimiregens in which there
was either wet radome or intervening precipitation attenuation of4feradar return.
These dates and periods are listed on the Reports page of the WeBMia the Link
Attenuation Additionally, periods were eliminated when the aircraft wasdlyin the
cone of silence (In Void) above the 74C or NEXRAD radar and for pevibes the
aircraft was flying at altitudes below 5 km MSL. The resultiaga set (also listed on the
web site) filtered to remove periods of radar attenuation, In Void, fandircraft
altitudes <5 km is referred to as minimum filtering. Filtensgliscussed more in Section
6 where we explore different calculated reflectivity paransefer possible use as a
radar-based LLCC. For his final report Willett (2003) produced andedila filtered file
that he termed “minflt” (ie., In-Anvil with minimum filtering). i composite file was
created using the MERGED files of radar parameters and 30 regade aircraft
measurements available for each flight anvil day on the ABFM BSiteb See In-Anvil”
Dates/Times as of Sept 4, 200r days or periods during which 74C data were missing
or periods when the aircraft was in the void above the 74C radar, hetheed
corresponding NEXRAD data. To be certain that the aircraft wasldy flying in anvil
he required that the flight level k5 km, that the calculated E Decay timg,be> 20 s
and that there be no NaNs (our flag for no data$ yielded a composite data set for all
periods during which the Citation was flying In-Anvil. No additionalefiing was done
to exclude regions with nearby lightning or convective cores, becaeseanted to
examine all anvil regions containing high electric fields a#§ ag those in decay. We
have used Dr. Willett's “minflt” data set for analyses in fillklowing sections to be able
to use his model determined E decay parameters and also to thaeredults of his
work. There were 2189 individual 30 s periods in this data set.

33



4.1 Electric Fieldsand Microphysics

Early examination of time series plots of the microphysicasuements in the different
anvils showed that there was a lot of consistency of particle otvatens in different
size ranges from flight to flight, especially when electietds were high£>10 kV/m).
This consistency in anvils is shown in Figure 4.1 in which particleesgretions from
different probes or size ranges are plotted as functions of cortcarmrérom other
probes or size ranges.

The FSSP responds primarily to small particles. It has a nomaingé of 3 to 4m for
water droplets and a somewhat similar range for ice but witle omozertainty and scatter
in sizing. In the presence of numerous large ice particles such as most of our anvil
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Figure4.1 (A) Total FSSP concentration vs. concentration ofigdast from 2DC >100Qu. (B) Total 2DC
concentration vs. concentration of particles frapC2>1000u. (C) 2DC concentration of particles 100 to
200 p vs. concentration of 200 to 10Q0 (D) 2DC concentration of particles 200-10Q0vs. HVPS
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observations the concentrations could be as much as a factor of 2 too lamgy&radap

of the larger particles and possible specular reflections feeneriystal facets. The 2DC
probe at the flight speed of the Citation has a nominal range gim30 a few mm, but
seriously undercounts particles <1Q0in size and the sample volume is limited for
particles ~>1 mm in size. The total concentration measured by the 2DC is dominated by
particles of ~50 to~30( in size as seen in Figure 3.6. Measurement in the categories 100
to 200 and 200 to 100Qu are in the optimum size range for measurements with the
2DC. The HVPS can detect and size particles in the size odreglew hundred microns

to ~5 cm with an optimum counting and sizing range of ~1 to 10 mm. The epges
primarily limited by the sample volume for these few, rargdaparticles. The HVPS
operation was sporadic during the June 2000 campaign, but it performedelledyrivng
2001. The good agreement between the 2DC and HVPS for particles >1 nguran3-6

and Figure 4.2E gives us confidence in the measurements of the pargeles. See
Appendix C for additional discussion of the various microphysics probettions and
uncertainties. As readily seen in this figure as well atiennumber concentration size
distribution plots of Figure 3.6, the smaller particles are much mouadant than the
larger particles.

Figure 4.1A and B show that the total particle concentrations measyithe FSSP and
the 2DC, respectively, are well correlated with the concentratigparticles >100Qu
observed with the 2DC, particularly at higher concentrations. Asiseigure 4.2 the
higher concentrations are primarily in regions containing strorigetrie fields. Figure
4.1C shows a striking correlation between particles of size 100 tp 266 those 200 to
1000pu. As seen in Figure 3.6 the 200 to 1Q08ized particles contain the largest cross
sectional area and hence are those that most influence thealecty times, as will be
discussed in Section 5. In Figure 4.1D we see that there is a poelaton between
particles of 200 to 100@x size and particles >30Q0 The particles >300Qu in size
dominate the radar reflectivity. Because there is a lot dfesca this figure we should
also expect a lot of scatter in the relationship between iekctiecay time and
reflectivity.

To investigate relationships between Emag and the differentlpasizes, scatter plots of
Emag versus particle concentration for different probes and sigesare presented in
Figure 4.2 for the minimum filter, “In-Anvil” data set. Although thase substantial
scatter the shape of the relationship between Emag and concentatibierent size
ranges is surprisingly similar in spite of 4 orders of magnitlifierence in concentration
between the FSSP and those >1 mm from the 2DC and HVPS. For>f&ki¢/m the
majority of particle concentrations from a given probe or given rsimge are within a
factor of approximately 3 to 4 from the average value at a given value of Emag.

Probably the most interesting and perhaps surprising feature ofptlo¢sés the knee or
change of slope at ~2 to 3 kV/m in the Emag vs concentration relapossen in this
log log plots. Whereas for electric fields >3 kV/m up to the maxn of ~45 kV/m there
is not much change of concentration with increasing field, for Emag¥/m there are
wide ranges of concentration for relatively small changes lof. fighis knee seen in the
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plots of Figure 4.2 strongly suggests a change in physical prodesgesrhaps balance
between different physical processes) occurring in the high field and low figdthseg
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ranges as labeled.
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This change in character between regions of high and low partintewtrations may
have important implications for the decay of electric field irs¢hanvils. But the reason
for this change is not clear. The sides, tops and bottoms of the arevilsimary places
that turbulent mixing of clear and cloudy air will occur and hencepaation of
particles. Particle concentration and area will be decreagjniicantly in these regions.
Because the electrical decay time is primarily dependent uparrdbe sectional area of
the size distribution, the rate of electric field decay willibereasing in these same
regions compared to the main body of the anvil. Is it possible thafslifis occurs
abruptly, leading to the character seen in Figure 4.2. This seerkslyifdir as we see in
Figures 3.3 and 3.11 the change in particle concentrations is gradtie asrcraft
approaches the edge of the anvil. But the changes in electriafeeltbrupt. For example
in Figure 3.3 Emag changes from about 4 kV/m to ~25 kV/m in ~15 s.

Another possible explanation is that as the electric field weakenattachment of ions
to hydrometeors by field driven attachment lessens. Attachment fogidif gains in
relative strength. This will be discussed further in Section 5, but also is unlikely.

4.2 Reflectivity and Microphysics

Plots of AvgCube3x3 (the average reflectivity in a 3 km cube ahten the aircraft

position and altitude) versus particle concentration from different prabeé size ranges
are shown in Figure 4.3. These are produced from the same datadsktrsgures 4.1

and 4.2 and use the same concentration ranges and categories of probes/sizes.

The average reflectivity in a 3 km cube was used in these piots douple of reasons.
First, the 30 s averages of the aircraft data in the “mifiiét"’correspond roughly to 3 to
3.5 km of flight track. Additionally, the 3 km cube average helps to redagations
arising from scan gaps compared to the individual 1 km pixel valuegridded
reflectivity.

Even though there is a lot of point-to-point variation in these plots, uthikelots of
Emag vs concentration in Figure 4.2, the 3 km cube average refletiagta relatively
well behaved and power law relationship with the particle concerigatin this log log
plot. (Reflectivity is defined as 10log Ze, thus is also on a la@ggc The point-to-point
scatter along values of constant reflectivity is greatesth®iintermediate size particles.
The scatter is less and the linear relationship is more apgarghte >1 mm and the >3
mm plots of 4.3 E and F), particularly Figure 4.2 F, which repredeatsitgest particles.
This is as expected because reflectivity is proportional to ‘theo@ver of particle size,
the very largest particles are dominantly responsible for i n&turn. Consequently
the relationship is best between AvgCube reflectivity and concemsgbr >3 mm sized
particles.
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function of particle concentrations for the samebgis and size ranges as used in Figure 4.2.
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4.3 Electric Field and Reflectivity

If we now use the “minflt” file to plot Emag as a function of &Bigbe3x3 reflectivity,
we obtain the plot in Figure 4.4. The plot shows an inflection or changjepe of the
main clustered points at Emag ~3 kV/m in a similar fashiorhasEimag vs. particle
concentrations plots of Figure 4.2. It does not show the power laworelaip seen in
plots of AvgCube reflectivity versus particle concentration of KEgdr3. Given the
observed characteristics (Figure 4.2) of the relationship betweeag Emd particle
concentration for all sizes categories and the direct calculadgionship between
reflectivity and particle size, the characteristics of thea§ vs. reflectivity plot in Figure
4.4is a reflection of and results from the Emag vs. particle size distributitiomelap.
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Figure4.4 Emag plotted as a function of 3km Cub&igure 4.5 Same as Figure 4.4 except with reversal
average reflectivity. of the X and Y axes.

If we swap the X and Y axes of Figure 4.4, we obtain Figure 4.5 whiohe of our
familiar scatter plots of reflectivity parameter versus agmin this case for the
CubeAvg3x3 reflectivity. The character of our many scatter plotsrefiectivity
parameter versus Emag originate from the character of theg Bamaparticle size
distribution relationship. Physical processes producing the Emag vslepeetationship
lead to the Emag vs. reflectivity relationship.

We expect to find a power law relationship between reflectiatyd particle
concentrations, particularly for the largest particles, becamsa fgiven particle size,
reflectivity is directly proportional to the concentration. The \belhaved relationship of
reflectivity with particle concentration over all size rangsseen in Figure 4.3 is a result
of the particle consistency from anvil to anvil. This consistencgestg that the particle
size distribution is a result of the same physical processdmignt mixing, evaporation,
aggregation, sedimentation, etc.) occurring at similar rates in the dtféereils.
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However, there isa priory, no reason to have expected the particular relationship seen in
Figure 4.2 between electric field and particle concentrations dveiza ranges and
especially the different character above and below Emag of 3 kW/metrospect,
perhaps we might have anticipated this result. Although particle mwwatten and size
tends to vary smoothly in the anvil, the electric field usually shalvsipt changes, as
seen in Figure 3.3. The character of this E versus concentratiopastizde relationship
must be the result of physical processes occurring in the anvilsobBsevations show
that towards the edge of anvils the reflectivity and particdessiand concentrations
decrease, probably due to turbulent mixing with subsequent evaporation araypossi
sedimentation. The decrease in particle concentration and size, aredchess:sectional
area, leads to a much more rapid decay of electric field in ttemgens. Perhaps the
change in slope at Emag ~3 kV/m might be due to this increasedfréield decay as
particle concentrations and sizes decrease in proximity to aty@se Additional work
and thought is necessary to explain these observed results.

5. ELECTRIC FIELD DECAY AND MICROPHYSICS

To support the ABFM measurements and to better understand the debtestrac fields
in Florida anvils, John Willett developed a simple model to estithatdecay of electric
field with time in anvils. For a detailed description of this mazed Willett (1991 and
1993a). These are available on the ABFM Web site Reports Pageascal Decay
Model for Anvil Clouds No. land No 2, J. WillettIn the final report for this study
Willett (2003c) uses statistical and a case study approachesniwace the model with
ABFM observations.Klectrical Decay Model Validation, Final Report, J. Willett

An abbreviated description of the model and results can also be fountlett @id Dye,
(2003) and a comparison of model results with observations in Dye et al. (2003).

The mechanism for field decay in the model is that ions produced oming cosmic
rays attach to cloud hydrometeors by electrical drift and diffusi@meby decreasing the
bulk conductivity inside the cloud. Bulk current flow to the surfaces o&tivd reduces
the charge contained in its interior. The model assumes a comdglaxtaf cosmic rays,
no turbulent mixing, no sedimentation of particles and the absenceiwé abiarge
separation in the anvil. The model calculates electric-fieldydiree at a given time and
location along the aircraft track based on the observed partidedsizibution at that
time and location and assumes that the given size distribution @rmangnd constant
everywhere in the model anvil during the decay of electric field.

The assumptions in the model provide upper bounds on the time to decay and lower
bounds on the rate of decay of electric field. A "high-field linstidentified, for ambient

field intensities greater than a couple of kV/m, in which the mbelel decays linearly

with time A decay time scaled in Willett’'s reports or ETmScl in the “minflt” and
“MERGED” data files) is defined as the time required for éectric field to decay to

zero from an arbitrary initial value of 50 kV/m. In this high fiéldit 1e is found to be
directly proportional to the particle effective electrical sraection (area), integrated
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over the size distribution. Examples of these electrical decsy $cale values for one
transect of an anvil were presented at the bottom of Figure 3.6.

5.1 Electrical Decay Time Scale and Particle Size Distributions

The model shows that the particle size distribution primarily otsthe time required
for the electric field to decay to safe values at a giventitotamore specifically the
particle cross sectional area at that location, along withtteegsh of the electric field at
that location. This point was explored for different size categavith several figures in
Willett’s final report. As seen in Figure 3.6 particles in tize sange of ~200 to ~1000
(or sometimes 200Q) contain the largest fractional cross-sectional area per utiitlpa
size as well as the largest total area for the diffesez®t categories (Figure 3.9). This
finding is a direct result of the nature of the observed sizakdistns in these anvils.
Particles of these sizes (200 to 2Q00) have the dominant influence on electrical decay
times, because EtmScl is proportional to cross sectional ardéustiate the high degree
of correlation between EtmScl and particle concentrations in this size raritjett (W
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Figure5.1 EtmScl (sec) as a function of particle conceitrafor 200 to 100Qu measured by the 2DC.
(A) EtmScl plotted on a linear scal®) (Plotted on a log scale.

shows 0.92 for this same “minflt” data set), we present Figure& &rid B. Figure 5.1A
is the same as Figure 7 of Willett’s final report and is getbtin a linear scale. Figure 5.2
B shows the same points but plotted on a logarithmic scale. Botimélae &nd log plots
show the high degree of correlation. The apparent increase irr soatige log scale at
low particle concentrations is the result of variation of other mpaters such as
temperature and pressure in the calculation. Variations of thie saagnitude are
present for larger values of EtmScl but are contracted by the log scale.
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5.2 Electrical Decay Time Scale and Reflectivity

Ideally for new LLCC rules we would like to find a proxy suchadar reflectivity to use
as an indicator of the presence of strong electric fields. Fig@rehows ETmScl plotted
versus the 3 km cube average reflectivity. This figure is similar to Figure 14lettW
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Figure5.2 Electrical decay time scale (ETmScl in secon@ssws the average reflectivity in a 3km cube
centered on the aircraft location and altitude. @itagonal line is an “eyeball” fit of the upper ehpe of
most points.

(2003). From the figure we see that for a constant value of reftgche electrical decay
time scale varies over an order of magnitude. For example, foreaage reflectivity of

10 dBZ the electrical decay time scale (ETmScl) of theontgjof the points ranges from
~400 s (6.7 min) to >6000 s (100 min or 1.7 hrs). If we consider all plottedsgbmt
variation is even larger. Although reflectivity might be a usefudicator in some

circumstances, it certainly should not be used as a direct proxy.

It is revealing to use the upper envelope of points in Figure 5.2 as liptsr on
electrical decay time scales for different reflectiwati€or this purpose a line has been
drawn by eyeball as an upper limit to the vast majority of the gpointt does exclude
several outliers. Along this line, an upper limit of decay tinsdestor-10 dBZ would be
~450 s (7.5 min), for5 dBZ would be ~1000 s (16.7 min), 0 dBZ would be ~2200 s (37
min), 5 dBZ --- 4400 s (73 min), and 10 dBZ --- 9600 s (160 min). This egercis
illustrates vividly the large increase in decay time scailily increasing reflectivity.
These times are estimates of electric field decay fro\V3th to 0 kV/m assuming that
that the decay is linear and occurring in the “high field limithey should not be
interpreted as the actual time for electric field decay tha@ individual points of
reflectivity.
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5.3 Electrical Decay Time Scale and Electric Field

It is also instructive to examine the relationship betweenrglaktlecay time scale and
electric field. This is done on both a linear and a log scale in Figures 5.3 A and B.

EDUUU T T T T ! T T T T ! T T T T ! T T T T ! T T T T 1UUUDD E T IIIIIII! T IIIIIII! T IIIIIII!

15000 ——-F_ 1170747 J USSR SN WU % -
o H
2 - i = I i

o= . w :
B10000 |t E L (1] ——
m » L]
= . :
w C [
5000 |-* 100 Lot R
U 1|:| I 1 |||||||i 1 |||||||i 1 |||||||i L1
0.01 0.1 1 10 100
Emag (kV/m) Emag

Figure5.3 Electrical decay time scale plotted as a functibalectric field using linear scalés) and
logarithmic scale¢B).

Figure 5.3 A is similar to Figure 15 in Willett (2003). As shown is teport the
correlation between ETmScl and Emag is 0.68. Willett also shows@anded plot (his
Figure 16) of the lower, left portion of his Figure 15. His figure héws that for
decreasing values of electric field <~2 kV/m, ETmScl| deceees@dly. This can be seen
in more detail on the log scale plot of Figure 5.3 B. For points witlegaof Emag <3
kV/m, ETmScl is almost independent of Emag.

If we interchange the X and Y axes in Figure 5.3 B in order to e@sgy compare with
the plots of Emag versus particle concentration of Figure 4.2 wendhtaire 5.4. Figure
4.2 D is copied on the right side of Figure 5.4 for comparison purposesinitaity
between Figure 5.4 and Figure 4.2 D is striking. Because ETmSkbigyly dependant
upon patrticle cross-sectional area this similarity should not be surprising.
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Figure 5.4 Left side: Same as Figure 5.3 B except with the X and Y axeschangedRight side: A
copy of Figure 4.2 D for comparison.

On the far, upper right side of both Figure 5.4 and 4.2 D there are a number of pdints wit
very strong electric fields and very high particle concentrationsETmScl in Figure
5.4). An examination of the points with concentrations >200 per litergar&i4.2 D
showed that these points are almost all from the June 24, 2001 intense toasadihen
the aircraft was close to the core and sometimes even flyirggions containing LDAR
sources. The particle concentrations (and hence ETmScl) areflargieis case than for
any of the other flight days. The only other points in this part oplibebesides those of
June 24 are also when the aircraft was very near strong convective. cArsimilar
examination of the points with values of Emag <0.4 kV/m in Figures ®d44a2 D
showed that these points are primarily from cases of detached amwillvanced stages
of decay such as 000611, 000615 (case I) and 010625.

With the exception of the points in the upper, far right and the lopasts with low
values of Emag, the great majority of the points in Figures 5.4 ard 4r2 distributed
throughout all of the anvil cases. Thus the knee in these curves remaariy particular
case but is a characteristic that is representative of all of the ABFM.anvil

For a broad range of strong to moderate electric fields from ~A4% kéwn to ~ 3 kV/m,

ETmScl shows relatively little change with decreasing fiBlgt for values of Emag <3
kV/m there is little change in Emag with decreasing ETm&&gecially if we remove the
lower points from the greatly decayed, detached anvils. This behavsmilar to the

behavior we see in Figure 4.2D or other plots in Figure 4.2 for pactcieentrations in
other size ranges. Since ETmScl is primarily dependent upon theeparbss-sectional
area, this is to be expected, but again illustrates the contrbltlieaparticle size
distributions have on electric field decay.

As pointed out by Willett (2003) most cases in Figure 5.4 with low &dinfsay, <

1000s) also have low Emag and most cases with high ETmScl (say, sB0Gve
moderate to high Emag. The concern is that for intermediate HTr&8wg can
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apparently take on any value including some points with Emag > 3 k¥/an httempt
to remove some of these “violators” (points with ETmScl <1000 and Ex38§0),
Willett (2003) did further filtering of the data set to remove pofatshe aircraft flying
near the cores, for nearby lightning, and for anvil types < 8 (See-twwil times link on
the ABFM report page for discussion of anvil types) but the reswdt® not much
different than without this additional filtering.

This change in character must have important implications in tefntke decay of
electric fields in the ABFM anvils. Figures 5.3 and 4.2D definigdlpw that once the
electrical fields have decreased to roughly 2 to 3 kV/m, the devayscale takes on a
different behavior. Given the abrupt changes in electric field semh &s those in
Figures 3.3 and 3.11 for June 13, 2000, it appears that the decay from ~ 8kivilmht
smaller values is very rapid. Physically we do not yet understhatl i happening, but
there must be a shift in the physical processes that are acting.

5.4 Discussion

Although we have no explanation currently for the observed change in bebbviar
electric field versus particle concentration (or electricalagietime scale), there are a
couple of possibilities that we have considered.

As discussed earlier in this section it seems unlikely thaingdsa in particle
concentrations and sizes is responsible for the observed “knee” seewenal of our
plots. Although electric field often changes rather abruptly, the otrat®n in different
size ranges are much more smoothly varying. We can rule out this possibility.

After the electric field has decayed substantially, attachmkmns by diffusion to the
hydrometeors begins to become important and eventually becomes the dominant
mechanism of attachment. This is termed the “low field linditie value of electric field

at which field driven and diffusional attachment become equal for indivisize
distributions has been determined in the model and has been ggllgdrEFigure 5.5 a

plot of Eans Versus Emag shows the electric field values gf,Eat this crossover.
Almost all of the values lie between 200 and 800 V/m and show littiatieen with the
magnitude of the electric field. Although the actual decay oftratefteld will begin to
depart from the linear decay estimated by the *high field limitvalues larger than
Ewrans these values are significantly below 2 kV/m, the kink of the master of points
in Figure 5.4.

In actuality the value of electric field at which diffusion begm&ecome more important

than field driven attachment is a function of particle size. Taldlgives a few examples
of crossover as a function of sized based on Equation 2 of Willett and Dye (2003).
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Figure 55 The electric field value (&9 at which attachment of ions to hydrometeors bijusiion
becomes equal to that by field driven attachmemtiasted as a function of the magnitude of the teiec
field (Emag).

Table 5.1 Eansas a function of Particle Diameter

Diameter (iIM) | Egans(kKV/M)
10 5.17
15 3.00
50 1.03
200 0.258
2000 0.0026

Even this more detailed look doesn’t help in identifying a local phy$iasge at 2 to 3
kV/m. Thus, the transition from field driven to diffusional attachmenamm explanation
for the kink in the ETmScl vs Emag plots also seems unlikely.

Many of our anvil passes were across the anvil, i.e. roughly perpemdizukle airflow
in the anvil. Is it possible that the behavior across the anvil fisrelit than along the
direction of airflow in the anvil and this is the cause of the kneeur plots such as
Figure 4.2 or others? Figures 3.1 and 3.3 are from a pass across kiué grevilune 13
storm. In Figure 3.3 we see that the electric field is <2 kiéinthe first 2 min (~14 km)
before the electric field abruptly increases. Not all of théera exiting the storm
contains sufficient charge to produce a strong electric fieldn&Ve seen similar patterns
for other cross anvil passes. But we also had many anvil penetrappnsximately
parallel to the airflow direction. An example of a pass partilghe wind can be seen for
the June 18 storm in Figure 3.10 and also Figures 6.1 and 6.2 of the next section. For
this case as for the across anvil pass of Figures 3.1 and 3.3stla@ralrupt increase in
electric field even though particle concentration is graduallyeasing. An examination
of many along axis penetrations showed that this behavior of an abrugasecin
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electric field is characteristic of the along axis passesvell as the cross anvil passes.
This cannot be the explanation for the knee in our many plots.

Another explanation that we have considered is the nature of how c¢haggkausted
from the convective core and main electrical generator of thenstorhere is ample
evidence in the literature, e.g. Dye et al. 1986; French et al. 199towotkat the main
charge separation mechanism occurs in or near updraft regions. Adbitiwaaknow
that the charge separation mechanism can “turn on” very rapidigedBand Dye (1989)
observed a case in New Mexico with an instrumented sailplane mg®ving cumulus
congestus cloud in which the electric fields increased from valfies 1 kV/m to
sufficiently large to produce lightning within 5 min. This rapid turnnaight lead to the
first charged particles being injected into the anvil ratherdhamnd perhaps lead to
abrupt changes in electric field, although it's hard to imagibeiitg so rapid that it can
create the abrupt increase in Emag seen in Figure 3.3. But, idaFtbe updrafts are
often short lived as different updraft and convective cells grow aral/diecsome of our
observations near convective cores we clearly see substantial ilurelestric field that
could be explained by the exhausting of pockets of charge into the anséparate
pulses. Could the abrupt changes in electric field that we seeasunhFigure 3.3 be a
result of this phenomenon?

To properly address this question we would need to follow the decagatfielfield in
individual parcels as they move downstream in the anvil. We atteriptdd this in
ABFM but with limited success. In his Final Report Willett (20@Xamines the few
cases where this was attempted. The conference preprints eft\&iiltl Dye (2003) and
Dye et al., (2003) compare model and observational results of E tecag fbe the June
13" case. One of the problems encountered for the JUheak® as well as other cases is
that the aircraft was not always at the altitude of maximeffactivity. (See Figure 3.11.)
Therefore the ETmScl calculations are lower estimates @ydéme, because they are
based on particle size and concentrations that are less than xigiseyen the larger
reflectivities. As in the June T3ase, the different cases were not inconsistent with the
decay of electric field as predicted by the model, but only in oase (June 14, 2000)
were the observations sufficiently good to be able to compare witfdeooé. This case
showed agreement between the model and observations. Overall, the weseltnot
very conclusive. See Willett (2003) for presentation and discussion diffagent case
studies.
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6. POSSIBLE REFLECTIVITY PARAMETERS

During the field campaigns we became aware than radar reflectften had prognostic
value in telling when the aircraft might be entering or leavingng electric fields. There
often was a transition from weak to strong fields at reflagtnd very roughly 10 dBZ at
the location of the aircraft. This was not always the case,tbatcurred frequently
enough to give us hope that a radar parameter might be suitables fas asproxy for
strong electric fields. However as shown in Figure 4.4 or 4.5 theréoisof variation in
the relationship between electric field and the 3 km Cube aveefigetivity. It is not
well behaved and reflectivity cannot be a direct proxy.

One problem in considering a reflectivity parameter is that both WSR74C and
NEXRAD have gaps in their elevation sweeps particularly &udés above 15,000 ft
over the KSC range. An example of scan gaps near KSC is reagilyin the 10 km
CAPPI in Figure 6.1 for the June™.2000 flight. Figure D1 in Appendix D shows where
scan gaps exist as a function of elevation and range for the 74dneldding over the
SLC 17A and SLC 39B launch pads. These scan gaps occur over the K8@ordmgth
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the 74C and NEXRAD radars at the altitudes of most concern fqrodsble existence
of strong electric fields and possible electrification, ie. latudes greater than the
freezing level.

The MER plot corresponding to this time period is shown in Figure 6.2. iNdee
reflectivity curtain of this figure that as the aircrafsfistarts to penetrate this anvil, the
reflectivity at the aircraft location (the bold, solid line in panel 2) shows lagations.
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Much of this variation may be due to scan gaps. As a result of skasegaps and also
because temperature gradients can distort the radar beam the ta8Mm concluded that
the reflectivity at the aircraft (dBZ at AC) would not beudtable parameter for use in a
radar based rule. This plot also serves to so that even along shefake anvil the
increase in electric field is often abrupt, much more so than rdug changes in
particle concentrations for different sizes.
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The 1x1Column Sum was another parameter that we considered in gutiseuwksions.
An example of the 1x1Column sum is shown in Figure 6.3 (a dash-dot lpaaéh 3). It
is the sum of values of dBZ in each 1 km cube pixel of the gridded data summed
from 5 km (approximately the freezing level) to the top of the clding first ABFM
(ABFM 1) project used a similar parameter that they reféo it as VIROC (Vertically
Integrated Reflectivity above the OC level).

Similar plots to that in Figure 6.3 for other times and other day$e found by going to
the Daily Home Page for individual flight days and clicking on Linloddthe WSR74C
radar or Link 9 for the NEXRAD radar. In addition to plots such as ajsgl in Figure
6.3, there are similar time series plots showing the standardideyithe skewness and
the number of pixels for the 11x11 and 21x21 column averages along the aircraft track.

We debated whether the column sum should be the arithmetic sum of &2 oa a
geometric sum, ie. convert the dBZ values to Z, average the re¢latisconvert back to
dBZ. We concluded that an arithmetic sum of dBZ would be preferabludedhe
geometric sum is dominated by the very few pixels with the leegest reflectivity. The
scan gaps also influence the column sum in an undesirable mannehadplike¢ dBZ at
AC in Figure 6.2, the column sum jumps around a lot from one 10 s period to the next.

6.1 Reflectivity Averaging

In order to overcome the artificial variations caused by scanigajpdues in both dBZ at
AC and 1x1ColumnSum, we began to explore averages of reflectivity laxger
volumes. Because electrification primarily occurs in the mixeds@lmne containing
both ice and supercooled water, we limited these averages tioedtiabove the freezing
level, ~5 km MSL in Florida during the summer. All averages, maxamd sums are for
altitudes > 5 km. Examining a reflectivity variable over a larger volume Has
advantage that if substantial charge exists nearby, but not airtheft position, the
variable would include nearby regions of higher reflectivity and pergapswarning of
nearby charge. We considered areas 5 km or 10 km to the N, S, W anteEaatraft
location, thus areas of 11x11 and 21x21 km, respectively. We refer tovtiiesees over
which the averages are calculated as the 11x11 Column and the 21x21 Goiuialy
we referred to the 11x11 Column as the 5 km box and the 21x21 Column askiine 10
box. Some of the early plots on the Web site may contain thisnelogly.) Figures 6.4
and 6.5 show two examples of these early scatter plots for thd 3loase, one for dBZ
at AC and the other for a 5 km box average (now called 11x11 Column g&yera
Comparison of the plots shows that dBZ at AC is noisy with moreesositiparticularly in
the lower left corner for weaker reflectivity but with modenagues of 3 to 5 kV/m for
Emag. Furthermore, as we saw during the campaigns and from plbtaséigure 3.3,
as a result of the rapid change of electric field, therefigoa in reflectivity between 5
and 10 dBZ below which the electric field is weak. This is esfhe@aparent in the
11x11Column average.
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Figure 6.5 Same as Fig. 6.4 but for 11x11Column averageat¥fity vs. Emag. and subsequent scatter
plots 10 second averages of Emag were used to xdpmiely match the 1 km grid spacing of the
reflectivity data. At the flight speed of the Citat of 100 to 120 m/s, 10 sec represents 1 to th»ikflight

path

There has been a lot of discussion among participants of benefitssaldatitages of
the 11x11 and 21x21 column averages. A plot of the 21x21 column average veagus Em
(not shown) gives similar results to Figure 6.5. In cases wherevdhations of
reflectivity are on a smaller scale, for example near comeecbores, the differences
between the 11x11 and 21x21 Column averages are sometimes greatiebatéel if an
arithmetic or geometric average should be used and if a reiigatutoff of 0 dBZ
should be used rather than —10 dBZ. We also asked if the maximuntivi§legithin
the 11x11 or 21x21 column might be used. These issues are discussed apdws r
available on the ABFM Web site.

1) Reflectivity Averaging: A Monte Carlo Studyy F. Merceret

and
2) Why we average dBZ rather tharby S. Lewis

Quoting from Frank Merceret's reportThe peak value(maximum reflectivity)is
probably too sensitive to the whims of sampling to make a good indicator fatiopat
decisions. Although in the aggregate over a large number of runs, it is related
consistently to the input distribution, the individual cases examined wetifecation of

the lognormal computations showed peak values differing by more than 10 dBhAdrom t
same population. To a considerable extent, the Z-average process also shares thi
disadvantage.

The truncated average (i.e. the average using 0 dBZ reflectivity cskeiff)s to have no
real advantages over any of the other methods and it has the serious disadvantage of
being a biased estimator of the process.

Thus, the outcome of this study suggests that the best methodology of the eahdicat
for generating a radar box parameter is to use a straight average of dBZ values
including all points down to the noise level in the average.”

6.2 Scatter Plots of Emag versus Different Reflectivity Parameters

As we worked with the data set and various scatter plots we beeavare that
attenuation of the 74C radar return by either intervening precipitatitwy wet radome
attenuation was a problem for some cases and times. An anabsipasformed to
identify times when attenuation would be a problem. A description of Huav t
determination of attenuation was made and a list of times thatdsbeufiltered for
attenuation are provided on the Web at the ABFM Report page atrtkéittenuation
This Link also summarizes and links to two reports written by FMeiceret, one on
intervening Precip Attenuation and the other on Wet Radome Attenuatighefat4C
and NEXRAD radar. There is also a link to"ar@port on Wet Radome Recovery Time
for the 74C by Frank and Jennifer Ward.
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We also became aware that the aircraft at times fletveirtone of silence above the 74C
or NEXRAD radars. Each case study was examined to determimethikeoccurred and
to generate a list of times that should be filtered. Thesestoar also be found on the
ABFM Report Page by going to Times A/C near Cores for AnvAldditionally we
filtered for periods when the aircraft was flying at altitutteser than 5 km MSL. All of
our reflectivity parameters are calculated for data from Sakich above and we wanted
the aircraft and radar data to be consistent.

The following plots illustrate the effects of the differenigs& of filtering on the ABFM
data set for anvils for the 11x11 Column average, the 21x21 column avémadel
column sum and the 3x3x3 Cube average reflectivity. The entire AN set is shown
in Figure 6.6 but data points have been filtered out for times duringhvithere was
attenuation of the 74C radar, for times when the aircraft wasgyflg the cone of silence
above the 74C radar, and for times when the aircraft was flyiatjitaides lowered than
5 km MSL. We refer to this as minimum filtering.
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Figure 6.6 The entire ABFM data set for the WSR74C radder@ld to remove points with attenuation,
aircraft in the radar void, and aircraft at altisd<5 km MSL.

In Figures 6.6 through 6.10 we have used a threshold cutoff for the raddordtia
reflectivity parameter calculations at —10 dBZ. The 74C radarttmascapability of
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detecting —10 dBZ out to a range of a little less than 100 km ($pendlix D), so for
most of the 74C results the data are not significantly truncatadever, at a range of 50
km the NEXRAD data has a threshold of —8 dBZ and beyond 75 km truncatiols atcur
0 dBZ. (See Appendix E). For an example, view the 7 km CAPPIs fa880-to 1930
for the June 28, 2001 case. Therefore, for many ABFM cases the NEX&#&otively
truncated at 0 dBZ or more. The issue of whether the reflecpaitgmeter calculations
should use a cutoff of =10 or 0 dBZ is discussed later.

Each flight day was examined to determine if the aircraft’ fin any anvils on a given
day. Furthermore, we categorized the type of anvil according &iardescribed on the
Reports Page in the Link In-Anvil Dates/Times as of Sept 4, .2808st of times in
which the aircraft was flying in anvils is also given in this same link.

Figure 6.7 is for the same data as in Figure 6.6, but we now havecoelyted times
during which the aircraft was flying “In-Anvil”, i.e. the cloud feature in question had to
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Figure 6.7 Same as figure 6.6 but only for periods “In-Aivilhe number at the top, middle of each plot
shows the total number of points in the plot with four numbers in each corner indicating the nurobe
points in each quadrant defined by the dotted bat& and vertical line.

have formed by divergence from the top of the convective core or tramdposterial

from the convective core(s) by upper level winds. It also had to haledireble base
without precipitation reaching the ground.
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Some of the early scatter plots of column averages and columnosuhefanvil cases
were presented at the Nov 2002 ABFM/LAP workshop. The LAP found these
encouraging but requested that we filter the data set for naghbyihg. Consequently
one of the filters that we have employed to remove points when trafeiwas near
lightning is the lightning filter. We explored a couple of differpossibilities but soon
settled on filtering the data at any given 10 s data point if tmelebeen any CG flashes
from CGLSS or 2 or more LDAR sources detected within 20 km duringréngous 5
min period. Later the LAP also requested that we filter the statas to avoid regions
near convective cores. The plots in Figure 6.8 have been filtered twegmints with
nearby lightning or times when the aircraft was within 20 km ocbravective core with
reflectivity of 35 to 40 dBZ, particularly on the 4 km CAPPI.
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Figure 6.8 Same as figure 6.7 but filtered to remove datenmte aircraft was flying near lightning or
convective cores.

When the aircraft flies near a cloud/anvil edge the 11x11 or 21x21 cddoonmdaries
can extend beyond the cloud or anvil. In these circumstances even thoogima c
average can be calculated, the average may contain relagwefyixels with a detectable
radar return. To be able to determine when this occurs, we haveatadcirac, the
number of pixels with detectable return divided by the total possibétspiFor an 11x11
Column average the maximum possible number of pixels is 11x11x16 (lteis t

56



maximum possible altitude difference in kilometers). But becauseasf gaps and also
because anvil tops seldom extend up to the top of our gridded radar diata) (2gpical
values of Frac even in the interior of a thick anvil are often abouto0@.45. An
examination of scatter plots showed that data points with Frac sv@i@boften outliers.
In Figure 6.9 we have arbitrarily filtered the anvil data setetoove points with Frac
<0.05. Later analysis of volume integral parameters suggestefiltératg for Frac <0.1
might be even better, especially for the NEXRAD data set.
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Figure 6.9 Same as 6.8 but filtered to remove data points #ac <0.05 for the column averages and
column sum and for number of pixels <10 for thex®&ube average.

6.3 Volume I ntegrals of Reflectivity

During the November 2002 workshop and in recent white papers Bateman ahd Mac
(2004) (On the ABFM Reports page go_to Reflectivity Parametkgcion Discussign
then select Choosing An Algorith |,Choosing An Algorith 1l and Choosing An
Algorithm 1Il) point out that averaging the reflectivity within a box or columrmovls
away potentially important information on the depth of the anvil. A thwil@an have
the same average reflectivity as a much deeper anvil, but daepksrare more likely to
contain charge than shallower anvils. In Figure 6.9 on the upper right idendes have
substituted the 1x1Column Sum of previous figures, such as Figure 6.8hevitlix11
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Volume Integral. In contrast with the 11x11Column average on the ldftofigure that
shows little change of average reflectivity with increasesEmag >3 kV/m, the
11x11Volume integral shows a trend of an increase in values of Volegral with
increases in Emag and a larger dynamic range than the 11x1leaweflagtivity. The
1x1 Column Sum in Figures 6.7, 6.8 or 6.9 also shows the column sum refletctivit
tend to increase with increasing electric field and a grebteamic range. But because
the different flight cases are at different ranges, the radservations contain varying
degrees of missing pixels due to scan gaps. Thus column sums odividual 1x1
columns can be biased for different cases and at different rangescern we expressed
earlier.
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Figure6.10 Same as figure 6.9 but 11x11 Volume Integrakiadtof 1x1ColSum.

The Volume integral in Figure 6.9 was calculated by multiplyingGbkimn average by
the average thickness of the 11x11 column. Beside the larger dyreamgie, volume
integral has the additional benefit that it provides an approxinoatection for the scan
gaps. The column average is the total sum of the dBZ values dfkali cube pixels
divided by Nm, the number of pixels in the box with detectable radarnreBut
Nm/(Nt)(121) is an estimate of the fraction of pixels with detiele return compared to
the total number the anvil would have contained if scan gaps were s@npré&he
volume integral is effectively dividing the total sum of dBZ of theasured pixels by a
correction factor for scan gaps.
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Bateman and Mach (2004) conclude that a slightly better way tolatan integrated
reflectivity in a column is to determine the column sum for eadividual 1x1 column,
calculate the average reflectivity for that column, then multiply 1x1 column average
by the anvil thickness for that specific 1x1 column. Bateman and Mgfeh to this
calculated parameter as the Average Column Integrated Suns)AKlerceret (2004)
(On the ABFM Reports page go Reflectivity Parameter Selection Discussiomen
select CANDIDATE RADAR VARIABLES SUPPLEMENT examined both the
Volume Integral and ACIS and concluded that although there are diigrtences in
value, Volume Integral and ACIS are nearly the same. A compadsdhese two
parameters is shown in Figure 6.11. The figure also presents tHeStiateof all pixels
with detectable return divided by 121 and the Sum Average, the sum aiehage
reflectivity for each 11x 11 km horizontal plane. Although there aghtstifferences
between the different parameters the scatter plots are very similar.
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Figure 6.11 Scatter plots of various 11x11 column integratetlime reflectivitiesUpper left: Volume
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There has been a series of exchanges on the pros and cons of vdtemlivitse
parameters during the last couple of months. The interested reedénd them at the
link Reflectivity Parameter Selection Discussion in the lower right side of the ABFM

Web site.

The issue of what cutoff reflectivity, -10 dBZ or 0 dBZ is als@udssed in some of the
reports on this Link. The proponents for 0 dBZ feel that including pixelsreflectivity

< 0 dBZ only serves to introduce noise into the scatter plots. Poaittgefiectivity <0
dBZ are not electrified. Proponents for —10 dBZ feel that excludirggtheints presents
a statistical bias to the calculated parameters. Furtherthere/alues being considered
for a possible LLCC rule are near or only slightly above 0 dBZnslusion of more of
the range of dBZ values is desirable.

6.4 Scatter Plotsfor NEXRAD Radar

Similar procedures to those above for the 74C data were also folfowdet NEXRAD
data set and are shown in Figure 6.12. Data in this figure weseedil for In-Anvil,
lightning, cores, and Frac. The results look very similar to those obtained from the 74C.
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Figure6.12 Same as Figure 6.10 but for NEXRAD rather than WBR Minimum, In-Anvil, lightning,
core, and Frac filters have been applied to tha skt
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If we want to use the same LLCC rule for both the 74C and NEXRa#lar we want to
assure ourselves than the reflectivity measurements are equifral® the two radars.
The results in the following three figures are by Merceret (288d)can be found in the
Reflectivity Parameter Selection Discussiark on the ABFM Reports page. The data
set was the same data set used to produce Figures 6.10 and 6.12, vweasHétering for
attenuation, voids, aircraft at > 5 km altitude, In-Anvil, lightning, spnd Frac. See
Examining Candidate Radar Variables in the above Link for more iataym Figure
6.13 compares the 11x11Column Average reflectivity from NEXRAD whtkt from
74C using a cutoff of 0 dBZ. 0 dBZ rather than —10 dBZ was used becaxdeANE
effectively truncated many of our ABFM measurements at 0 dBioAgh NEXRAD is
as much as 5 dBZ greater than 74C for some points, the correlatioghisand the
difference between the 1:1 line and the best fit line is withZdB at 15 dBZ and much
less at lower values of reflectivity, those that will be of most concern for anyralevi
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Figure6.13 11x11 Column Average reflectivity from the WSR7é@ar at Patrick Air Force Base
compared to the WSR88D NEXRAD radar at Melbornei#o

These differences are within typical uncertainties found for eadibrated radars in the
meteorological radar community. The same comparison using a —10 dBZ (ot
shown here but available in the Candidate Radar Variables Supplembtertgret at
the Link above), shows the NEXRAD Column averages to be ~2 to 3 dBesitinen
those from 74C, because of the higher dBZ cutoff for NEXRAD at most ranges.
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Merceret also compared the 11x11 average Thickness measured Wy tlaelars. The

results presented in Figure 6.14 show that the 74C consistently shypester thickness
than NEXRAD by 1.5 to 2 km, even though a cutoff of 0 dBZ was used for badihsra
There is a tendency for slightly greater differences foatgreanvil thicknesses. For
smaller thickness somewhat greater differences were founddref€ and NEXRAD

if a —10 dBZ cutoff was used instead of 0 dBZ, but only slightly larger.
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Figure 6.14 Comparison of anvil thickness determined from &@ NEXRAD measurements using a 0
dBZ cutoff.

A comparison of the 11x11 Volume Integral determined by the 74C and NEXRdars
is shown in Figure 6.14. The comparison shows good agreement. The giigiatlgr
column average reflectivity from NEXRAD offsets the shallowackness determined
by NEXRAD. The same behavior occurs when the cutoff of —10 dBZ is used.
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Figure6.15 Comparison of the 11x11Volume Integral determibgd@4C and NEXRAD.

6.5 Recelver Operating Characteristics (ROC) Curves

Both Merceret (2004) and Boccippio (2004) have suggested the use of R@GS fur
identifying parameters from the scatter plots that would havéigtest Probability of
Detection (POD) with the lowest False Alarm Rate (FAR)th& Reflectivity Parameter
Selection Discussiolink see_Exploring Candidate Radar VarialldgsMerceret for more
of a description of ROC curves and their use. Also _see BoccippioG Raalysis,
Summary by Monte Bateman at the same link.

An example of ROC curves taken from Merceret (figure 5 in @mont “Examining
Candidate Radar Variabless reproduced in Figure 6.16. These curves were generated
with a reflectivity cutoff of —10 dBZ. The results show that 11x11Voluntegral gives

a higher probability of detection than does the 11x11Column Average for botant4C
NEXRAD radars. A surprising finding from his study was that atinvdkness also had a
high probability of detection.
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Figure6.16 ROC curve for 74C and NEXRAD for 11x11ColumnAwggallx11l Average anvil thickness,
and 11x11Volumelntegral. Copied from Merceret (2004

In the Reflectivity Parameter Selection Discusslmk, the summary of Boccippio’s
ROC Analysiswork reports that the 0 dBZ cutoff performed better than a cutcfiof
dBZ for variables that were available. A figure showing this wasvailable at the time
of this writing.

Further work by Merceret (See Candidate Radar Variables Supg)est®owed that
Volume Integral was less sensitive to the reflectivity cutbfin average or thickness
because the effective cutoff for NEXRAD overestimates the Qoluaerage but
underestimates the 11x11Thickness. Since the Volume Integral isothecpof Average
and Thickness, the two biases offset each other. He concludes tWatuhe Integral is
a more robust parameter than the average in part because itdas sehsitive to the
reflectivity cutoff.

Work by Boccippio shows that the FAR could be decreased by using adieemalysis
with 2 selected parameters such as Column average and Anvil Tophikness),
Volume Integral and Thickness or Volume Integral and Frac or afiegr combinations.
He has tested all possible variable pairs but a presentationsofvtink is beyond the
scope of this report. His bi-variate analysis of the anvil data®es suggest that if we
use one parameter as the primary variable (such as Column ayvdémagesing a 2nd
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variable (such as anvil Top with Column Average), for differenuanstances we might
be able to increase/decrease the threshold value used for wartinggdsymary variable.
For example, in the Reflectivity Parameter Selection Disgnsgo to Frame #6 in
Boccippio’s Bivariate lllustration The threshold value of 11x11Column Average
indicative of hazard could be greater when the anvil top is rekativel compared to
when the anvil top is high. At the time of this writing the ABFNEAM and LAP
decided that the 11x11Volume Integral is probably the preferred pa&matoetonsider
for an LLCC rule. The group was divided on whether a reflectivitgftof —10 dbZ or O
dBZ should be used. But in all likelihood it will not make a significdifference. The
next step in trying to set a threshold for the radar paramatealao the threshold for the
electric field at which triggering becomes hazardous is beyonddbge of the ABFM
project and this report. Further consideration of these issues will be the work of the LAP

7. ADDITIONAL OBSERVATIONSFOR POSSIBLE LLCC APPLICATION
7.1 Electric Field Decay Away from Cloud Edge

The distance from cloud edge at which the electric field is noeloigzardous
(sometimes referred to as standoff distance) is included in wifathe present LLCC.
The observed electric fields plotted as a function of distancediomd edge for both the
ABFM | and the ABFM Il data sets has been examined by MdraeceWard (report not
yet written) and are presented in Figure 7.1. Both the average amchumavalues of
electric field are greater for ABFM | than for ABFM Il.h& ABFM | data set was
gathered for active, growing cumuli. The aircraft approached very near cloud edge, then
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Figure 7.1 Electric field plotted as a function of distancerir cloud edge. Avg | and Max | are average
and maximum measurements from ABFMI, respecivetyAavg Il and Max Il are from ABFM 1.

retreated. Most of the ABFM Il data set are from anvils or decaying systerdedsut
include penetrations through some convective cores of moderate intensity. But for both
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sets of observations by 9 km from the in-situ measured cloud edge both the average and
maximum electric fields had decreased to <1.5 kv/m.

7.2 DebrisClouds

Although most of the analysis we have conducted and the attention ireploit has
focused on anvils, there were flights in debris clouds that wamahief consideration.
As an aid in future investigations we have included files for debvigds on the ABFM
web site ahttp://www.mmm.ucar.edu/abfm/webpage/Scatter Plots/Cutoff m10/Data/
This directory contains files for both anvils and debris clouds witterdiiit types of
filtering. The file naming structure first shows the radar, thel® stands for a radar
cutoff of =10 dBZ, then codes for different filters. Files for deblesids start with a “d”.
For example, WSR_m10_dclmin_000000 is the file from the 74C radar with —10 dBZ
cutoff for debris clouds (d) with core (c), lightning (I) and minimdittering. An
example of scatter plots for debris clouds is shown in Figure 7iutitfiltering for
lightning or nearby cores.
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Figure 7.2 Scatter plot of reflectivity parameters as indéchtversus Emag for debris clouds with
minimum filtering for 74C attenuation, periods whire Citation was flying in the cone of silence abo
the 74C radar, and when the aircraft was at a#gud5 km MSL.
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In the ABFM data set we have identified the following types of ¢ as debris for
the purposes of producing these scatter plots and Table 3.2 in Sectioncdngder
"debris" as radar detected material remaining after lightstogped in a once active
thunderstorm that grew in a low shear environment. The resulting sadature at 4, 7
& 10 km remains vertically stacked with no obvious anvil formation. \§e mcluded
cases in which an individual convective cell grew and decayed lematgyial in place,
but successive convective cells propagate away from previous conveetisethus
leaving a trail of “debris”. Case 4 of June 5, 2001 is a good examplertisal section
through the line of cells for case 4 looks very much like an anwd {#eR plot 2050 to
2100 for this day or the AGU poster by Dye et al. 2002 on the Reporty pagehe
formation mechanism is different than an anvil. We also consideretiedsis”,
stratiform regions that formed behind or adjacent to once activest@ometimes these
regions advected over KSC from earlier deep convection over cefdralak- There is
ambiguity in trying to distinguish between debris, thick-layered claardwide spread
embedded convection, such as a stratiform layer. Operationally notideasible to
uniquely categorize most clouds during convective weather. Most thundexdtoived
clouds away from the core may have simultaneous characteonsétasvil, debris and
thick-layered cloud. Operationally, all applicable rules are applied to the $aunle and
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Figure 7.3 Same as figure 7.1 except the debris cloud detaas been filtered for nearby lightning and
convective cores.
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the most conservative result is used. But for purposes of understandinghthaor of
different kinds of systems for ABFM and the relationship of dlectield with
reflectivity, it is useful to examine debris as a category separate frais.a

Filtering the data in Figure 7.2 for nearby lightning and convectivescae obtain the
results shown in Figure 7.3. It is apparent in Figures 7.2 and 7.3 tretattter plots of
different reflectivity parameters versus Emag for debris cltvagde the same character as
similar plots for the anvil data set. It would appear that al@imadar based rule might
also be applied to debris cloud.

7.3 Correlation and Spectral Analysisof the ABFM Data Set

An initial correlation and spectral analysis of the entire ABii\fa set was performed by
Frank Merceret and is summarized in @@rel. & Spectral Analysis of Merged Data, F.
Mercereton the ABFM Reports Page. The goal of this work was to get awieweof
the correlations and spectral features of the electric fieldicigaconcentration and 3
reflectivity parameters (reflectivity at the aircrafda 11x11 and 21x21 Column
Averages) for possible future cloud type stratifications. The lediwa analysis was
performed to assess the degree of independence of the 10 s data pemnis tie
Merged files.

The power spectral analysis showed that there is no dominant arguleseale for cloud
particle concentration, whether measuiregitu or remotely by radar, or for electric field
in the range from 2 to 32 Km. Indeed, the power spectra have the Baraeteristics as
spectra of wind, temperature or humidity in random, turbulent flow. Therapslopes
are consistent with an Autoregressive 1 model having the same gtaeravalues as
obtained in the correlation analysis. The spectra support the use Afithregressivel
model to estimate the effective sample size for a given lagamaple size. This further
confirms that at the scales of interest here, we are deailingcale-independent random
red-noise processes. The values of the autoregressive paramegjestetigthat the
effective sample size is about 10% of the raw number of 10 s sansgié$or computing
mean quantities for electric field and cloud physics measurenagmtsgbout 4% for the
11x11 Column Averages. For standard deviations the effective samelés darger --
about 20% and 8%, respectively.

The coherence analysis provided considerably less guidance. The conlichétscare so
large that only limited conclusions may be drawn. Certainly theltseindicate that at
scales smaller than 10 km there is no significant coherencedreamy of the variables
discussed. At scales approaching 30 km, the electric field appelagsdme somewhat
coherent with cloud particle concentration and with the radar reftgcat the position
of the aircraft. This occurs at the long wavelength end of the sa;ialgnge and the
number of points showing this tendency is too small to attempt feimygkind of model
to the data
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8. SUMMARY OF RESULTS

Three field campaigns were conducted during the Airborne FieldRAvblect I| (ABFM)

to investigate the relationships between electric field intgnsflectivity and particle
microphysics. The June 2000 and May/June 2001 campaigns were very silidoessf
providing many measurements in anvils, convective debris, weak to moueesmisity
deep convection and stratiform situations. The February 2001 campaign, cdnducte
during conditions of severe drought in central Florida, provided limiteduneents in
thick clouds. As a result most of the analysis of ABFM observatianve focused on
anvils. We have gathered over or near KSC an excellent, unique dataitiserto
unavailable in the scientific community, with 3-dimensional eledtald and detailed
microphysical measurements in coordination with radar measurerméngsdata set is
valuable for use in developing new Lightning Launch Commit Critersrbut also for
scientific investigations.

The primary results from ABFM Il for anvils are as follows:
8.1 Electric Fieldsand Microphysics

8 In regions of anvils with strong electric fields (in large @egalso for debris cases),
there was a surprising degree of consistency of observed padiubentrations in
different size ranges from flight to flight.

8 When strong electric fields (> 10 kV/m) occurred, the particle eainations in all
size ranges from tens of microns to several millimetere \wigh, but higher particle
concentrations did not necessarily indicate regions of strong electric field.

8 The smaller ice particles in the anvils (<ffh) are primarily spherical thereby
suggesting frozen cloud droplets. Almost all particles >0 are irregular with
little evidence of riming except near storm cores. Pristinecigstals were observed
infrequently. Most particles > 500m have the appearance of aggregates. Long
chains of aggregates were frequently seen suggesting enhanoéraggtegation by
the strong electric fields. Additional research could be done onapis @sing this
unique data set.

§ Scatter plots of the anvil data set showed an unexpected, compddionship
between electric field and particle concentrations for all smees. For electric
fields >3 kV/m up to the maximum of ~45 kV/m there is not much charige
concentration with increasing field, but for Emag < 3 kV/m theeevade ranges of
concentration for relatively small changes of field and a kneeflection point in the
plots.

§ At this time, we have no explanation for the change in charactee @lectric field
and particle concentration relationship near 3 kV/m.

8§ There was no evidence of supercooled liquid water being present invite @&his
suggests that active electrification via the non-inductive chargieghanism is
probably not occurring to any significant degree in these anvils.

8 However, in several cases we observed the transition of anvils isecandary
development, a stratiform-like layer. During this secondary developelentric
fields persisted for extended periods of time and perhaps even intkrRiigectivity
persisted for long periods and sometimes increased, especiallthaeC level but
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also aloft. (See Dye et al., (ICCP2004 preprint) for the examplleeodune 4, 2001
case and J. Willett's Final Report on the ABFM Web Report pafe@s topic
warrants further investigation.

Even though this stratiform-like development occurred in some anvils, @Golum
Averaged or Volume Integral reflectivity continued to provide good guelamcthe
presence of strong electric fields. The behavior of the Emag flectiéty scatter
plots was the same when these secondary development regions \wetedras well

as when they were not.

8.2 Reflectivity and Microphysics

8

The relationship between reflectivity (of a 3 km cube near tlueadty and particle
concentration was found to be consistent with a power law in alfamges from the
smallest to the largest, but with more variation for the sarall intermediate-sized
particles than for the particles > 1mm.

The particles > 3mm, our largest size category, exhibited tbiecoerelation with
reflectivity, as expected.

The scatter plots of reflectivity versus particle concentratiach not exhibit a
complex behavior, unlike the scatter plots of electric field verpasticle
concentration.

Measurements near anvil edge clearly showed that particlesdegtt to or beyond
the O dBZ radar contour and well beyond the 10 dBZ radar contour. As aaksul
ABFM observations the LAP changed the definition of “anvil edge” inUth€C
rules from +10 dBZ to 0 dBZ.

8.3 Electric Field Reflectivity

8

Strong electric fields were found to be associated with regiohsgbér reflectivity
(>~5 to 10 dBZ) above the freezing level (assumed to be >= 5 km,d8t higher
reflectivity did not necessarily indicate regions of strong electrid.fiel

The change in behavior of the character of the electric field atidlpaelationship
near 3 kV/m carries over to and impacts the relationship of ielefottd with
reflectivity and with electrical decay times.

Reflectivity at the aircraft location or in the 1x1 km column abtwe aircraft
measured by the 74C and NEXRAD radars at anvil altitudes over iKS©t a
suitable parameter for comparing to electric field strengthausec of scan gaps
between antenna sweeps of both radars. Additionally, strong tempegeddrents
can at times cause significant refraction of the radar beam.

A reflectivity parameter, the 11x11 or 21x21 Column average, was deudetope
minimize the effects of scan gaps and also to detect possibtesairstrong electric
fields in the large volume near but not at the aircraft location.

8.4 Electrical Decay Time Scale, Microphysics, Reflectivity and Electric Field

8

A simple model was developed to estimate the decay of el&eldcin the ABFM
anvils based upon the observed particle size distributions. (Willetal Report,
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2003). Because the model assumes constant microphysics during treediaid the
model times are considered upper limits.

An electrical decay time scale, ETmScl ferin Willett's reports) is calculated for
each 30 s average of aircraft data in anvil to estimate fnenmbdel the time for the
electric field to decay from 50 to 0 kV/m. In the high field limi. for fields
approximately > 2 kV/m, the decay is linear.

The particle cross sectional area, particularly in the singe 0.2 to 2 mm, largely
controls the calculated electric field decay time scales for anvils inadelm

The optical extinction coefficient (as well as electricatajetime) is also weighted
toward mid-sized particles 200 to 20. See Willett (2003b) on Optical Extinction
Coefficient.).

The observed particle size distributions yield calculated etetigid decay time
scales ranged from 3 hours near the core of active storms to favlyrainutes near
the edge of anvils.

Plots of the electrical decay time scale versus eldat show a large change in the
plots near 3 kV/m similar to those of electric field versusigartoncentration. This
is a result of the change in character of the electric &aldl particle concentration
relationship.

Comparisons for case study days of electric field decay toake $rom the model
with observed decay times were generally consistent, but only oR&1AsBivil case
permitted a meaningful comparison.

Neither reflectivity nor electrical time scale are a suitable proxeglectric field.

Consideration of Possible Radar Variablesfor an LLCC Rule

Scatter plots of the 11x11 or 21x21 Column average versus the magnittite of
electric field, Emag have been useful for considering a possitie msed LLCC
rule. Such plots have the behavior that for reflectivity less thae slorashold value,

no points with moderate or strong electric fields (> 3 kV/m) were observed.

The 11x11 column is preferable to the 21x21 column for the purpose of dalgulat
either average or another radar variable for use in an LLCC.

The arithmetric average of dBZ values is preferable to a gecragerage (in which
dBZ is converted to Ze, averaged, and then converted back to dBZ), bewause t
geometric average gives most weight to the very largdsctiefty. Similarly this is

true for the maximum reflectivity.

Thellx11Volume Integral (the product of the 11x11Column average and theeaverag
11x11Thickness) was found to have a smaller False Alarm Rate tlean t
11x11Column average. The volume integral was also less sensithwe teflectivity
cutoff being used, -10 or 0 dBZ and therefore more robust.

At this time, the 11x11Volume Integral appears to be the most pragnisidar
variable for use in an LLCC rule.

If the primary consideration is to prevent statistical biasytafcthreshold for the
radar measurements of —10 dBZ is preferable to a 0 dBZ cutoffédnicalculating
column average or anvil thickness.
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8§ There was considerable debate about whether a cutoff of —10 dBZ asfaatud
dBZ was preferable for use in an LLCC. This is a topic for furimeestigation and
discussion.

8§ An examination of the entire ABFM data set (not just anvils) sdothat electric
field falls off rapidly from cloud edge. By 9 km distance from ¢haud edge electric
fields are <1.5 kv/m.

8 For debris clouds, the scatter plots of reflectivity parametnsus electric field were
very similar in nature to the scatter plots for anvils. A rdaesed LLCC for debris
clouds might be very similar to the one presently being developed for anvils.
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Appendix A
UNIVERSITY OF NORTH DAKOTA
CESSNA CITATION |1 RESEARCH AIRCRAFT
C. A. Grainger
University of North Dakota

1. INTRODUCTION

The University of North Dakota owns and operates a Cessna Citagimoraft (N77ND)

for the purpose of atmospheric research. This aircraft type hasber of design and
performance characteristics that make it an ideal platform afowide range of
atmospheric studies. The Citation Il is a twin-engine fanjet ait operating ceiling of
43,000 feet (13.1 km). The turbofan engines provide sufficient power to ctigpeetls
of up to 340 knots (175 m s-1) or climb at 3300 feet per minute (16.8 m diebe Tigh

performance capabilities are accompanied by relatively low ¢doesumption at all
altitudes, giving the Citation an on-station time of up to 4 hours or,mdepending on
mission type. Long wings allow it to be operated out of relativiebytsairstrips and to

UND Citation Il
ABFM Configuration

Figure A.1 Photograph of the UND Citation as configured A&FM

sbe flown at the slower speeds (140 kts/72 m s-1) necessary for tyes/ of
measurements. The Citation is certified for flight into known i@agditions. The cabin
measures approximately five feet in diameter and more than 1@nfdength. The
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minimum flight crew is pilot, co-pilot and data system operatoro &dditional seats are
available for scientific observers or additional instrumentation specialists

A series of structural modifications have been made to the bgd@na. These include
the following: 1) pylons under the wing tips for a variety of probesenundisturbed air
flow away from the fuselage; 2) a heated, 5-port radome for wirasunement; 3) and
an air inlet port and manifold for air sampling inside the pressdigabin. A summary of
the operating characteristics of the aircraft is given in Table A.1.

TABLEA.1
Operating Characteristics of the Citation |1

Ceiling 13.1 km (43,000"
Endurance (plus reserves) up to 4.5 hours

Empty Weight 3888 kg (8554 Ibs)
(including Std. instrumentation)

Max Takeoff Weight 6591 kg (14,500 Ibs)
Range (not including reserves) 2500 km (1350 nm)
Top Speed (True air speed, in research | 630km K (340 kts)
configuration)

Typical Sampling Speed (indicated) 80M™s (160 kts)
Fuel Consumption (Typical cruise 362 kg i (800 Ibs
configuration)

Time to Climb from Sea Level to 3.0 km af 4 min
Max Takeoff Weight

Time to Climb from Sea Levelto 7.6 km | 13 min
(25,000") at Max Takeoff Weight

Time to Climb from Sea Level to 10.7 km | 24 min
(35,000 at Max Takeoff Weight

Takeoff and Landing Distance (most less than 1.9 km (6000")
airports)
Total Power Available for Instrumentation 450A 8t\2DC
Research Power Available 35A 60 Hz
15A 400 Hz
160A 28 VDC
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2. INSTRUMENTATION

The research instrumentation configuration used during the ABFMtellin Table 2.
The Instrumentation is described in more detail in Table 3. Typictle equipment
carried on any given research project will differ somewhat fthendescription given
here. The installation of instruments provided by other investigators lma
accommodated, subject to space, weight and electrical requiredesisety of 19-inch
racks are available to accommodate standard instruments.

TableA.2

Summary of Measurement Capabilitiesasused in ABFM

State Parameters
Temperature
Dew Point Temperature
Static Pressure

Cloud Microphysics
Cloud Droplet Spectrum
Cloud Particles
Cloud Particles
Cloud particles
Precipitation Particles
Liquid Water Content
Supercooled LWC

Air Motion and Turbulence
Horizontal, Vertical Wind

Attack and Sideslip Angles,
Airspeed

Aircraft Parameters
Heading, Pitch, Roll,

Ground Speed, Position,

Vertical Acceleration
Cabin Pressure

Electric Fields
Electric Fields

M eteorology

Rosemount Total Temperature
EG&G Cooled Mirror
Rosemount

PMS FSSP

PMS Optical Array 1D-C

PMS Optical Array 2D-C
SPEC Cloud Particle Imager
SPEC HVPS

PMS King

Rosemount Icing Rate Meter

Ported Radome, Inertial
Navigation System

Ported Radome, Differential
Pressure Transducers

Applanix POS-AV Strap-down
Gyro and Accelerometers with
integrated GPS
Setra

Six NASA Electric Field Mills

The basic instrumentation package measures temperature, dew poperdeire,
pressure, wind and cloud microphysical characteristics along withafi position,
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attitude and performance parameters. The three-dimensional widdsfiderived from

measurements of acceleration, pitch, roll and yaw combined withsaofjlattack and
sideslip and indicated airspeed. The aircraft parameters ardesujpyl an Applanix

POS-AV strap-down gyro system with integrated global positionyates (GPS). Strap-
down accelerometers provide lateral and longitudinal aircrafiezeti®ns. Turbulence
intensity can be derived from differential pressure transduceraceterometer outputs.
Cloud microphysical measurements are made with an array otl®akeasuring

Systems probe s (FSSP, 1D-C, 2D-C) mounted on the wing-tip pylons. prodses

measure concentrations and sizes of particles from one micrametvreral millimeters
in diameter. In addition, there are probes to measure both liquid egatEnt and icing

rate.

For the ABFM project, an array of six electric field mi&s installed on the aircratft.
Four of these mills were located just aft of the cockpit and twmemear the tail of the
airplane. The output from these mills, when put into a solution matelkleyl the three
components of the electric field relative to the aircraft.

3. REMOTE SENSORS

A forward or side-looking video camera is also used to provide a viscaid of flight
conditions. A Bendix-King vertical profiling forward-looking weatherdaa can be
viewed in the cockpit and recorded on video tape.

4. DATA ACQUISITION DISPLAY

The data are sampled at various rates from 4 to 200 $ee sampling is controlled by
the on-board computer system which also displays the data inmealrtigraphic and
alphanumeric formats while recording them on magnetic tape. Thecdatalso be

telemetered to a ground station and displayed in real time, omdatde telemetered
from the ground to the aircraft. The data system is based on atgrogtomized

windows system to allow flexibility in data acquisition and instuatation in order to

accommodate specific research demands.

5. AIR PARCEL TRACKING
The data system can also run a "pointer" algorithm that canthie smck the three-

dimensional advection of up to three separate air parcels. Thissallmvaircraft to
sample in a Lagrangian frame of reference.

6. FIELD SUPPORT
When in the field, the Citation is accompanied by a mobile operatigpyoH trailer.
This vehicle houses technical support facilities, including caldowagiquipment for on-

site quality control, and computer systems. The meteorological additected on a
research flight can thus be processed and examined within a few hours.
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TableA.3
UND Citation I nstrumentation Specifications

Par ameter I nstrument Manufacturer Range Response Accuracy Resolution

Measured Type & Model # Time

Temperature Platinum Rosemount Model -65°C to +50°C 1 s nominal 0.5°C 0.03°C
Resistance 102 Probe

Dew Point Cooled Mirror EG&G Model 137 -50°C to 0 2°c s 0.5°C>0°C 0.03°C

1.0°C<0°C

Static Pressure Absolute Pressure Rosemount 1201FD to 1034 mb 15ms 3.1mb 0.25 mb

Altitude GPS Applanix 0to 20 km 10 msec updafe0.1 km 1m.

Attack Angle Differential Pressure Validyne P40D 34.5 mb 20 ms 0.09 mb 0.02 mb

and Sideslip (0.05°) (0.0r)

Indicated Differential Pressure Rosemount 1221F 0to172 b m| 10 ms .0.55mb 0.04 mb

Airspeed (0.8m#9) (0.06 m9)

Heading POS Applanix 0-360° 10 ms update| 12 arc mip 6 arc min

Pitch, Roll POS Applanix -90° to +90° 10 ms update| 2 arc min 0.25 arc min

Vertical POS Applanix -10 to 30 n’s 42 ms 0.1m3 0.01mg

Acceleration

Lateral, POS Applanix 5.0 m% 10 ms 0.1m% 0.002m g

Longitudinal

Acceleration

Ground Speed POS Applanix 0to500's 10 ms update 0.5mts 0.05m¢g

Position POS Applanix 90° Lat 10 ms update 0.1 km 1m

180° Long

Liquid Water CSIRO Liquid Water | PMS 09gni 0.05s 5% 0.005 gt

Content Detector

Icing Rate Vibrating Cylinder Rosemount Model 0-0.0251 cm 7 s recycle +.013 cm 0.003 cm

871FA before recycle
Cloud Droplet Forward Scattering Particle Measuring 0.5-47m 4 Hz sampling - 0.5-3.um
Spectrum Spectrometer Probe | Systems (PMS) variable
FSSP-100

Cloud Particles Optical Array Probe | PMS 20-600pm 4 Hz sampling - 20pm
1D-C OAP-230X

Cloud Particles Optical Array Probe | PMS 30-960um 4 Hz sampling - 30um
2D-C OAP-2DC
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Appendix B
ELECTRIC FIELD MEASUREMENTS
Monte Bateman and Douglas Mach
NASA Marshall Space Flight Center

1. INTRODUCTION

Measuring electric field with an aircraft is a particulailicky measurement to make.
The electric field is the only airborne measurement whereittr@fa itself becomes part
of the sensor. Thus, the challenge is to measure the vectorcetettrias if the aircraft
was not present. Through careful calibration and various mathemaitediques, we
can recover that field and remove the contaminating contribution frorairitraft. The
aircraft alters the ambient electric field because: (1)sita conductor, and (2) it
accumulates electrical charge when it impacts cloud patrtitles electric field due to
charge on the aircraft must be accounted for and removed from tiserer@ants. This
contaminating field is modulated by the geometry of the air@aft is complicated
because aircraft are inherently non-spherical. In order to chazactbe field from a
thunderstorm, we need to measure all the vector componehit$Ef, Ey, and Ez) and
account for the field due to charge on the aircraft (Eq). Thus, tsureall 4
components we need at a minimum 4 sensors. However, making redundant
measurements allows us to test and see if any sensors arddugatgby local effects,
such as a transient cloud of charge that the aircraft happenectioitbag. During this
program, the Citation carried 6 electric field sensors, called field mills.

2. INSTRUMENTATION

An electric field mill is an instrument that measures théoremomponent of the electric
field that is normal to the sensor. The type of mills that weezl are rotating-vane field
mills physically similar to those described by Winn [1993]. Oursnitere designed by
Mike Stewart (NASA/MSFC/UAH) to be deployed on aircraft. Treee built to be
tolerant of the environmental extremes encountered outside an taifitgnad in a
thunderstorm. The NASA/MSFC mills are especially low noise, diglamic range, and
have digitization inside the instrument. The low noise properties domne careful
manufacture of the front-end sensor, internal shielding to proteatshdgdF noise or
electrical noise from other aircraft systems, and carefbllyanced analog signal
processing prior to digitization. These mills achieve a dynamigeraf 120dB by using
two separate amplifiers with different gains, which have overlappinges. This allows
us to measure fields of less than 1 V/m up to 150 kV/m. The high riesotgmes from
using 16-bit A/D converters, which gives us 0.25 V/m per bit resolutiohehigh gain
channel. The data are digitized inside the mill, close to the sensoce, so as to not
introduce aircraft electrical noise in the measurements. THe ane commanded and
synchronized by a central data collection computer. They are synaaotmzwithin
16ms of each other; the overall timing knowledge is within 50 ms &@.Uhe data are
recorded by the central computer each second.
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3. CALIBRATION
3.1 Mill Calibration

Before any field program, each mill is calibrated by placing & known electric field in
the lab. This field is created using two parallel conducting pktesss which a known
high voltage is applied. The sensor end of a field mill is placedhole in one of the
plates, such that the top of the mill head is flush with the pldtis. Keeps a known,
uniform field between the two plates. Each mill is then subjecteabout 10 different
known field values across both polarities. The field mill voltage out for egichvilue is
recorded and then used later in processing the data. Each miligsemba serial number
when manufactured (the number is burned into the mill's firmwarelsaedorded in the
data stream. So no matter where a mill is on the aircrafalisolute calibration can
follow, based on the mill serial number recorded in each data stream.

3.2 Mill Placement

The 6 mills are located on the aircraft as follows: The fromiils are in a ring around
the fuselage between the cabin door and the cockpit window. The upper ltevéaos
port and starboard at an angle that is about 30 degrees above the Hoftentawer
two mills face port and starboard at an angle that is about 20edebetow the
horizontal. There are two aft mills. One is located on top of theldgs, about halfway
between the vertical fin and the port (left) engine nacell@okd upwards at roughly a
45 degree angle. The other aft mill is on the bottom of the fuselegely on the
centerline, about 1m aft of the trailing edge of the wing. As prelyiousntioned, when
in cloud, the aircraft charges, and because the aircraft pantirsulator, (meaning that
charges are not free to move around) the paint on the aircrafapachtarge and hold on
to it for long periods of time. To mitigate this effect closettie mills, the aircraft has
been painted with conductive paint in a 1-m-diameter circle around each mill location.

3.3 Geometric Calibration

We need to be able to determine the external field from thepteuttiill outputs. To do

this, we must derive a geometric calibration (form factor)tfier specific aircraft. This
consists of two steps, relative and absolute calibrations. Thabeatahs accomplish

two things: (1) Convert 6 mill outputs to vector field components, ExEEyand Eq (in

an aircraft-relative coordinate system), and (2) “cancel outfiéhé component due to
charge on the aircraft, Eq. The details of these calibrationsegiend the scope of this
document; see Mach and Koshak [2003] for details.

4. UNCERTAINTY
Once the aircraft is calibrated, the major source of errdiiglthdetermination is due to
slight errors in the aircraft charge component (Eq). When thetiirs out of cloud, the

charge on the aircraft is usually very small and we are geit&in about the electric
field (within +/- 10%). When the aircraft penetrates a cloud, howeererrors increase
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significantly. The greatest problems are when the actual feelelsery low and the field
due to charge on the aircraft (Eq) is very high (say ten tiheeambient electric field). In
those cases, even small errors in the calibration can beconfecaignin extreme cases,
the errors can be as large as the actual fields. But theaathe quality controlled by
monitoring the Eq component from the solution. This gives us an idea howanaige
is on the aircraft, and we can gauge the uncertainty in the sofatidime ambient field.
From examinations of the fields produced during the ABFM program,stimae that
when Eq is low, the typical field errors are no more than about 20%lbvedividual
vector components will react to errors in the charge determingdiffenently. If there are
several mills that contribute to a component (which is the cadeyfand Ez), errors in
individual mill outputs have a tendency to cancel out. For vector comportatts t
essentially use only one or two mills (like Ex), errors in # output are more likely to
create problems for that field component. So, the Ey and Ez field contpcare most
accurate (within 20%) and that the Ex component to the electte ifemuch less
accurate (errors much greater than 20%).
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Appendix C
DESCRIPTION OF THE MICROPHYSICAL INSTRUMENTS USED FOR ABFM
Jim Dye

A number of different probes were used to measure particles dhgn§BFM project.
The following is a very brief overview of the different instrumehisw they performed
and some issues to consider when examining the time series plopartifle
concentration that exist on the NCAR ABFM Web Site. For mostumsnts discussed
here there are links to Bulletins from the NCAR Research iwidtacility that give a
more complete description of that instrument.

The instruments used were:
1. PMSForward Scattering Spectrometer Probe (FSSP)

Nominal range 3 to ~50 microns in 15 bins The FSSP sizes and coumtepdry
measuring light scatter in the forward direction. The voltage pyiseduced are sized
and sorted into 15 bins in a pulse height analyzer. The instrument sigeeteto count
and size cloud droplets which are spherical and water. In recasts@ae researchers
believe that the FSSP output gives a reasonable idea of total ecatioanin clouds
wholly composed of ice, but not mixed phase. We include the total cortcantiram
the FSSP as a measure of the smallest ice in the cloud. &ngerin the total
concentration measurement is unknown, but could be a factor of two or perbegps
Paul Field has recently shown that artifacts can be produced gupretice particles
colliding on the tips of the FSSP, but estimated that the uncerigiptgbably less than a
factor of two.

ISSUES: The FSSP often has noise in the first bin or two, because thbdhidsr the

first bin is set close to the signal noise level (which can béhbla in different
conditions). Hence out of cloud you might see some response from theelF&8though

the 2D shows nothing. | have seen this for a couple of days in 2000 and in 2001.
Additionally, during the early part of the May/June 2001 campaign the® an
intermittent power supply that sometimes functioned and sometimes not.

For more detailed description of the FSSP gof$ésp100.html
2. Particle Measuring Systems (PM S) 2D-Cloud Probe (2D-C)

Range 33 um to ~1 mm on the UND Citation The 2D-C produces shadowdgioiepar
passing through a collimated laser beam by recording the timenseqoiediodes of a 32
element diode array which are shadowed by passage of the pdtickzanning the
array at a speed proportional to the aircraft true airspeed, ageiwf each particle is
generated. The sample volume is size and true airspeed dependent, andemus
accounted for in processing. Substantial processing must occur to ideterm
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concentrations and size distributions. The probe has 2 buffers, which ahewsiffer to
collect data, while the previously filled buffer is downloaded. On thsystem 4
buffers/sec can be recorded.

ISSUES: In both 2000 and 2001 there were some power supply problems, meaning loss
of data. Frequently every other buffer is difficult to read and domestlost. This was
particularly true in June 2001 for all flight days after the hgig strike on 10 June 2001.

On occasion when the Citation was in strong E fields the probeppasently go into
corona. When this happens artifacts are generated and the timing wioicls are
essential for interpreting the data record are corrupted. Theaatat be recovered for
those periods. These artifacts were fairly common during flightshich high fields

were encountered, but did not always happen when the fields were strong.
Undersampling of particles in the lower range of the 2D probe iskweWn. It is a result

of poor electronic time response and probability of detection whenlpartice near or

only a little larger than the size of the elements of the davd®y. Concentrations of
particles for sizes less than ~100 microns are underestimatesbuetimes this portion

of the size distribution is not included in size distributions. We hasieded them for
completeness, but the absolute concentrations should not be trusted.

For further description of operation of the 2D probe go2w:Probes

For samples of 2D particle images for each flight day of the May/June 2001 campaign g
to: 2D samples Then select the year of interest and then the flight day. This brings up a
list of images from that flight. The image of every 1/ @@rticle image of each 2D

buffer is shown.

3. PMS 1D-Cloud Probe (1D-C)

Range ~20 to 600 microns

The 1D probe, like the 2D probe, has a 32 element diode array. But in$teeahning
the array and recording occulted diodes, the 1D electronics deterthmesaximum
number of diodes occulted by each particle. This information is santt@dcunted into
different size bins of a pulse height analyzer. The first andd@&sles are used to
determine if a particle is wholly in the beam. Thus functionally & diodes are used
for sizing. Particle size distribution are recorded but without images of thelgmart

ISSUES: We only recently started processing the 1D data, so we arellyoaware of
any issues. Like the FSSP, there can be noise in the first cougileedsins, but so far |
have not noticed this in the ABFM measurements. My impressiontisoththe ABFM
project, the 1D probe may be the most reliable indicator of whenirttrafaenters and
leaves cloud. Like the 2D, under sampling of particles in the lowmegeraf the 1D probe
is well known. It is a result of poor electronic time response and probability of datecti

For more information on principles of operation of the 1D probe gdBoProbe
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The 1D probe described in the above link is a probe with a 60 elemapindrereas the
Citation probe has only 32 elements. Other features are much the same.

4. King Liquid Water Sensor

The King liquid water probe maintains a wire element at a constaperature and
senses the power necessary to keep the element at a constmratera. Because heat
loss occurs in clear air as well as cloud, a "dry" term correction must be made.

ISSUES: Measurements by others in clouds containing only ice particlesiqom |
particles) have shown that this sensor does respond fractionally &s iwell as water.
Thus, its measurements should not be used as a measure of the supéorodigvater

in our anvil clouds.

For more information on this instrument go #oing LWC
5. Rosemount | ce Detector

This sensor is a small cylinder of a couple centimeters leamgtha few millimeters
diameter which when in supercooled water becomes iced. A magratiosticircuit
determines the change in resonant frequency of the cylinder andgtis sutput is
proportional to accumulated ice mass. When a preset thresholdheddhe cylinder is
heated to remove any accumulated ice and a new icing cycleus.bHgs is the best
measure we have for the possible presence of supercooled water in ABFM anvils.

| SSUES: At times spikes are observed in the signal. These are perhajis glaepel or
other large ice particles impacting on the cylinder.

For more information on this instrument go le Probe
6. SPEC Cloud Particle Imager (CPI)

This is a relatively new instrument, which in the hot, humid Floridarenment required
a lot of attention. When operating properly it produces spectaculgegwd ice particles
and water drops. The CPI uses two crossed continuous laser diodesetovbensa

particle is in the intersection of the two beams. Then a 30 meY thsde is pulsed at
~20 nanosecond to capture the image of the particle (and any othbes path) on a
1024 x 1022 CCD array. Each element of the array is ~2.5 microns,tsdepan focus

show great detail including particle habit and any evidence of riming.

ISSUES:. The sample volume of the CPI is small, roughly 2.5 x 2.5 mm square.itThus
captures images primarily in the range of ~20 microns to @fewlred microns, because
the probability of triggering on larger ones is so small. Additignilis instrument is
sufficiently new that so far we are not able to determine coratemt independent of
other measurements. Also processing and analysis of the dataxteemety time
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consuming. For ABFM we are using the measurements primarilyhtoimages and
information on particle types encountered during selected flights.
For more information on the CPI go t&PI

7. SPEC High Volume Precipitation Spectrometer (HVPS)

This probe was designed to greatly increase the sample volurteder particles. It's
operation is somewhat similar to that of the 2D but is much mor@leamlt uses two
linear arrays of 256 elements each with each element correspood@ microns width
in the sample volume. Thus, the entire width of the beam is almast feaning that
particles as large as 5 cm can be imaged. The scan ratnipting the array is slaved to
the true airspeed so that the resolution along the line of fligbughly 400 microns for
airspeeds under 96 m/s.

| SSUES: During the June 2000 campaign the HVPS worked poorly, apparently due to
misalignment of optics. However, during the Feb. 2001 and the May/June 2001
campaigns the HVPS worked very well and gives us excellent iafmmon the large
particles of the spectrum. In principal, determination of the sangllene and hence
concentration should be relatively straightforward, but only a few fiigetsrs have used

the HVPS so it is hard to address uncertainties at this tmgereral there is relatively
good agreement between the 2D and the HVPS in the crossover regibe tio
instruments. Like the 2D and 1D probes, the HVPS undersamples theeschaf it's

size range because the probability of detection is reduced whenrtivde pgize is not
significantly larger than the distance between the elements of the array.

For more information on the HVPS go tBlVPS
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EXAMPLE of a Composite Particle Size Distribution

Alimbert fhallb fid] /a04jun0t.dat TETT T 1 21
| |||||II‘ | |I|||||| IR

10° — —

1a¥—

10—

1ot —

dN,r"n:I{Inng} (cc™"}

10 B L— —

-8

Lol B ||||||I‘ N o B A 1 e W R M1

pme_spectra. 202930 10 203000 b (um) 1000 10001

Figure C.1 Combined particle size distribution from measwrata of the FSSP, 1D, 2D and HVPS for
June 4, 2001 from 2029:30 to 2030:00. solid, ligte in upper left is from the FSSP; solid, BOLDdiis
from the 2D; solid, light line near the 2D linefiem the 1D; dashed line is from the HVPS.

Statistical Uncertainty in Particle Concentration M easur ements

The following three particle size distribution plots for the 24June20€d gpan a range
of particle concentrations encountered during ABFM. The first d8&1(00) is one with

relatively low concentration near the radar edge of the anvil,eitend one (1852:30 is
with intermediate concentrations and the last one (1856:30) is wh d@ncentrations,
particularly for sizes from 100 to 1000 microns. These three plots statstical

uncertainty in particle concentrations from the different parfci#bes as a result of
counting statistics. The uncertainty was calculated following ©ain{1967) and is
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based on poisson statistics. There are three traces for eaamarst The middle line is
the best estimate, and the upper and lower lines (when distinguistuabléhe middle

line) are the upper and lower 95% confidence limits. In many cas@aiff distributions
the 95% confidence limits are no wider than the line width. Uncearaiappear mostly
at the upper and lower size limit of each instrument where the muohbEounts are
smaller.

NOTE: These are the uncertainties due to counting statistics. There arenatigiburces

of uncertainty inherent in each instrument.
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Figure C.2 An example for June 24, 2001 from 1851:00 to 1861- low concentrations

The uncertainty of the concentration measurements in any sizeain{@rstrument

defined bin limits) of the distribution is 1 +/- [1/sqrt(Ci)], wheZe is the number of
counts measured by a given instrument in the size interval i. Fowpéxaf the measured
number of counts in a given size interval is 100, the 95% confidence lohithat

measurement are 110 to 90, i.e. 100(1 +/- [1/sqrt(100)]).

If the number of counts is 10, the uncertainty range is 13.2 to 6.8. If quaytitle is
detected in a give size interval, the 95% confidence limits range from 2 to O.
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Figure C.3 An example for June 24, 2001 from 1852:30 to 1883:0ntermediate concentrations
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Figure C.4 An example for June 24, 2001 from 1856:30 to 188 7:0arge concentrations
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Appendix D
WSR-74C RADAR
Frank Merceret and Sharon Lewis
Version 3 May 04 12:45

1. DESCRIPTION OF THE RADAR
1.1 General Description

The Eastern Range WSR-74C weather radar is located atkPstrieorce Base (PAFB)
about 30 km SSW of the launch complexes at Cape Canaveral Air Btaten

(CCAFS) and Kennedy Space Center (KSC). The coordinates are 28me?0.49s N,
80 deg 36m 19.87s W. The base of the antenna is 20m above mean sea kuskditd
support all operations at CCAFS and KSC (Beydl, 2003)

The radar is a C-band (5.3 cm) horizontally polarized weather wittaout Doppler
capability. The peak power is 250 kW. The beam width is 1.05 degreebeapdlise
width is 4 us. The pulse repetition frequency (PRF) is 160 Hz. (CSR, 2000, Section
10.4). Each sample provided to the data processing software is aneaxeftagtivity

from sixteen pulses with four bin radial smoothing. The maximum reanfyem 256 km

with a resolution of 2.5 km. The reflectivity is range normalizeth @i bit resolution.

The least significant bit is 0.4 dBZbid.) Each scan is time tagged with the time the
scan began using the Eastern Range GPS-based UTC timing.sish@linvolume scan
takes about 2.5 minutes.

Operational radar products are generated in near real-time th&@n§IGMET/IRIS(r)
system ¢eeibid.; Short, 2000). The ABFM program generated its own products rather
than using the operational ones.

1.2 Scan Strategy

The scan strategy can be easily changed by modifying tablég iradar configuration
file. The current operational scan strategy for the WSR-74801sin Figure D1 below
taken from Short (2000). It was the one used for the ABFM prograhidlig 2001. An
older configuration was inadvertently used during 2000. It is shown in Fig@rralso
taken from Short (2000). In either case, the raw data files camhgiactual elevation
used for each scan. The scan strategy is implemented usingedeaved pattern.
Beginning with the lowest elevation, a complete rotation of the antisnfmdlowed by
raising the elevation by two scan elevations, skipping the scanieteb&tween. This
process continues until the highest elevation is reached. The antemasteps
downward completing the scan angles that were skipped on the way u@dvidigage
of this interleaving is that temporal changes are smoothed bebgiggrent scan angles
when volume averages are computed.
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Radar Beam Coverage: WSR-74C (modified scan #2)
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Figure D.1. Vertical cross-section of beam coverage by ctaVé8R-74C volume-scan using 12 elevation
angles. Ignore the label "modified scan #2". Tlevation angle sequence is designed to producéakert
gaps between half-beamwidths that are constantnaiige at a fixed altitude. A beamwidth of “lvias
used. The vertical lines indicate the locationSb€ 39B and SLC 17A relative to the radar. Tine lis
thickened between 10 400 ft and 27 600 ft to enipbathe layer where mixed phase processes and
electrification are most likely to occur within clds. The elevation angles are®0.4.8, 3.2, 4.8, 6.6,

8.6°, 10.9, 13.#4, 16.1°, 19.1°, 22.£, and 26.0.
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Radar Beam Coverage: WSR-74C (present scan)
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Figure D.2. Vertical cross-section of beam coverage by oM#SR-74C volume-scan. Ignore the label
"present scan". A beamwidth of 1.Was used. The stippled pattern indicates ovemgppoverage by
adjacent beams. The vertical lines indicate tlvations of SLC 39B and SLC 17A relative to the rada
The lines are thickened between 10 400 ft and 27 #6Go emphasize the layer where mixed phase
processes and electrification are most likely touoawithin clouds. The elevation angles are°’QXCQ,
2.0¢,3.0,4.0,5.,7.5, 10.0, 13.0, 16.0, 20.0, and 26.0.

1.3 Calibration

The WSR-74C receiver and digitizer are calibrated by dirgptatiinjection from a
calibrated signal generator. The transmitter power is ctditbnasing a calibrated power
meter. There is no quantitative sphere or sun check done to verifjnargain, but a
gualitative sun check is used to verify pointing accuracy.

1.4 Errorsand limitations

The sampling error based on 16 pulse averaging with a PRF of 160 &5 fon radar is
about 1.1 dBZ geeDoviak and Zrnic, 1993, section 6.1). The radial smoothing will
reduce this error although quantitative calculation of the reducti@aoiomplex to
warrant inclusion here given the sources of random error includinguatien and
propagation. The noise floor of the instrument is about -9 dBZ at a range of 100 km.

©
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2. RE-ORDERING OF RAW DATA FOR SPRINT INGEST

To convert raw sweep data to a 225x225x20 km grid, the data were contcerted
universal format (uf) using the TRMM-RSL library. The griddingftware, MMM-
SPRINT, requires that uf data be in sequential order by elevatitime saterleaved scans
were reordered before archiving in the uf format.

3. PRODUCTION OF CARTESIAN GRIDDED OUTPUT AND DISPLAY

The radar data in uf format was converted to Cartesian grid NGHBR's MMM-
SPRINT. As provided, SPRINT uses a grid of 225 x 225 points. We chose tb ks
grid spacing, so our gridded domains are 225 x 225 km. In the verticatypieslly are
1-20 km in 1 km steps. To avoid pre-judging what data might be usefuheragmg a
radar-based lightning LCC, no filtering of the data was done duriddigg. SPRINT
was configured to perform a bi-linear interpolation with a maxinagoeptable distance
to relocate a closest point estimate of 0.2 km with no range inagigrol The reflectivity
was converted from dB to a linear scale for interpolation. The \RERand WSR-88D
used the same input deck when running SPRINT.

The grids were determined by looking at the aircraft track gigtto specify a single
grid that would contain the track for the entire flight. On some,days different grids
were needed to contain the track. The gridded reflectivities prveticed as one file per
volume scan. These data were recorded to CD and sent to NCAR for final processing.

The gridded volume scan data were used to produce Constant Altitud® ddgion
Indicator (CAPPI) and vertical cross-section displays. CARRI® produced for low,
middle and high levels of the clouds under investigation for each midaionTypically
these were near 4, 7 and 10 km altitude. The vertical cross-seggomsnade along the
flight track of the aircraft and incorporated into combined MER (oplysics, E-field
and radar) plots.

4. ABFM ISSUES
4.1. Attenuation

There are two primary sources of attenuation that could reduceethgurad reflectivity
enough to compromise the utility of the data for ABFM analysiservening
precipitation and wetting of the radome. Both are strongly wavelength dependent.

Attenuation due to intervening precipitation obviously depends on the interfisite

precipitation. It also depends on whether the precipitation is liqufcoren. In both
cases it depends on the particle size spectrum. In the casezen fprecipitation it
depends on the ice crystal type. As a result of these comeexitis not possible to
present a simple rule for estimating the actual attenuation speaific case from
reflectivity measurements alone.
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It is possible to bound the attenuation by considering the worst casaow and both
convective and stratiform rain are considered, a two-way attenuatieglope of the
form

A (dB/km) = a16* ©@®)

will cover the worst case where A is the two-way attenuataie and a and b are
wavelength dependent constants. At the 5 cm wavelength of the WSR-748x18°
and b = 0.0875. The model is valid for intervening reflectivities fronto360 dBZ
which encompasses the region from negligible attenuation (0.02 dB/k&t) dBZ to
maximum likely reflectivity (60 dBZ) at which the attenuation is 9 dBZ/km.

Attenuation also occurs when the radome of the radar gets wet &dlbausater coating
absorbs microwaves. The amount of attenuation depends on whether the imdome
treated with a hydrophobic coating. The two way loss, L (dB), candukeled by an
empirical formula

L = CRtani(f/10)

where R is the rainfall rate (mm/hr) over the radome, f igdldar frequency (GHz) and
C = 0.0575 for a coated radome or 0.165 for a standard radome (Mercei&taehd
2002). The PAFB WSR-74C has a standard radome. Its two-way tessésl dB at R
=10 mm/hr and reach 4.8 dB at R = 50 mm/hr. Qualitative observaticeyerfal cases
and quantitative analysis of one (the authors acknowledge the contribottitishael
Brooks and Jennifer Ward of KSC to this analysis) indicate thattteeuation due to the
wetting of the radome decays exponentially with a time constaabadit 8.5 minutes
upon termination or significant decrease of rainfall over the radome.

4.2 Coneof silence

The "cone of silence" is the conical region directly above ther thdd is not scanned
because it lies at an elevation angle higher than the elevatitwe dighest scan angle.
For the WSR-74C, this cone is bounded by the 26 degree elevation common tteeboth
2000 and 2001 scan strategies shown in Figures D1 and D2. Within 20 knraddhe
clouds and precipitation at anvil height may not be detected becaadedated in the
cone. The cone of silence was also referred to as the radar “widh aircraft
observations were filtered for producing various scatter plots.

4.3 Scan gaps

Scan gaps occur between adjacent sweeps of the radar when thereldifeerence
between beams exceeds the beamwidth. Scan gaps will bias goon@asurements to
the low side since a cloud may extend upward beyond one scan elevaiitimeirsican
gap but not reach the next elevation. That cloud is taller than tedisance the radar
can only report the presence of cloud to an altitude equivalent to theshigeam in
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which it detects signal. Similarly, cloud bottom measuremeetbiased upward. The
net result is to bias vertical cloud thickness estimates to the low side.

In the horizontal plane, scan gaps cause more distant featuressstlonchedges to be
biased toward the radar and closer features to be biased awayph&oadar. Again, this
tends to bias the radial thickness of a cloud mass to the low side.

Radar reflectivity measurements are generally not biaseday gaps unless there are
large, non-linear gradients in the reflectivity field. In genetiais is not a significant
effect.

4.4 Propagation

Radar signals do not propagate in a straight line because theyracted by gradients in

the microwave index of refraction. The indicated height of each edan as a function

of range is based on an assumption of standard propagation conditions (Duviak a
Zrnic, 1993, Section 2.2). In the real atmosphere, conditions can deviatensiabgt
from the assumed conditions. These deviations can result in the altitwale of the
beam differing by several kilometers from the indicated altimtdeanges of interest to
the ABFM programibid; Wheeler, 1997). These effects can also result in errors in the
radial positioning of features, although these errors are usually smaller than 1 km.

4.5 Comparison with WSR-88D

The WSR-74C and WSR-88D data generally agree well subjectivedyn attenuation of
the WSR-74C is not a factor. A limited set of direct, quanigatiomparisons were
made by Michael Brooks of Dynacs, Inc. These indicated the systethHerence

without attenuation was less than 1 dBZ when averaged over volumegeddl gens of

km® on a scan by scan basis. Some differences may be observed dugrincésses
used for putting the radar data on the same grid, especiallyiomsegf large reflectivity
gradients.
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Appendix E
WSR-88D RADAR
Frank Merceret, Monte Bateman and Sharon Lewis

1. DESCRIPTION OF THE RADAR
1.1 General Description

The WSR-88D weather radar is located at the National Weathic& Office in
Melbourne, Florida (KMLB) about 45 km SW of the launch complexes at Cape
Canaveral Air Force Station and Kennedy Space Center. The coordira@® deg 06m
46s N, 80 deg 39m 14s W. The antenna is about 30m above mean sea level.

The radar is an S-band (10 cm) circularly polarized Doppler weedldar. The beam
width is 0.95 degrees and the pulse width is 1.57 opd. Peak power is 750 kW. The
pulse repetition frequency (PRF) may vary from 318 to 1304 Hz. Pulsprpaessing is
used to recover the Doppler information. Reflectivity data to aerafgd60 km and
Doppler data to a range of 230 km may be obtained with a resolution of 0.25 kot
volume scan takes about 6 minutes. (CSR, 2000, Section 10.9)

1.2 Scan Strategy

The WSR-88D has four standard scan strategies called "Volume ageveatterns”
(VCP) allocated among two modes: "Precipitation Mode" and "@@dviode” (OFCM
2003, Chapter 4). Of these, only the Precipitation Mode VCP denoted VCGizlised
during the ABFM program. It is shown in Figure E1 below taken fraylor et al.
(1994).
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FigureE.1 WSR-88D Volume Coverage Pattern VCP11.
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The operational radar products are generated in a Radar ProducatGe(fRPG) at the
radar site and displayed on a Principal User Processor (Fi) NWS/ROC, 2004),
but the ABFM program generated its own products and displays froarchizred Level
Il volume scan data.

1.3 Calibration

The WSR-88D is calibrated in two steps. First, the transnaittdrreceiver are calibrated
by an end-to-end calibration referenced to a calibration port behinatidena: then the
antenna gain and pointing accuracy are verified by sun flux measise(@perational

Support Facility, 1997). The RMS calibration error is less than 1hiif.(

1.4 Errorsand limitations

The WSR-88D radar data are thresholded to maintain a 5 dB sigmelide ratio.
Signals below the threshold are not recorded. The threshold is about & dBZnge of
50 km from the radar and +5 dBZ at 100 km. The effect of thresholdimgnascevident
beyond 75 km where signals below 0 dBZ are not available.

2. PREPROCESSING OF RAW DATA FOR SPRINT INGEST

The MLB NWSFO was requested to make 8mm (Exabyte) copiesddkBFM program
on each operational day. During 2000, they made copies using old tapkadhaten
used many times. We had great difficulty reading data frone tiagees. So for the 2001
season, the ABFM program supplied new tapes to use for these copies.

These data copies were NEXRAD ARC-II format archive tapes.r&dd the tapes into
disk files, one file per volume scan. When reading the copies, afféve 2001 tapes
and many of the 2000 tapes would not read. Where possible, data wetanfilby
requesting data from the NCDC, using their online requesting sysam
has.ncdc.noaa.gov. These data were made available via FTP.

3. PRODUCTION OF CARTESIAN GRIDDED OUTPUT AND DISPLAY

As provided, SPRINT uses a grid of 225 x 225 points. We chose to use lickm gr
spacing, so our gridded domains are 225 x 225 km. In the vertical, theglliypie 1-20
kmin 1 km steps.

The grids were determined by looking at the aircraft track amugtto specify a single
grid that would contain the track for the entire flight. On some,days different grids
were needed to contain the track. The gridded reflectivities prveticed as one file per
volume scan. These data were recorded to CD and sent to NCAR for final processing.

In order to simplify analysis among radars and aircraft dateR #B radar was chosen

as the origin for all data. Thus, the KMLB data were translatethat the coordinate
origin for gridded data was at the PAFB radar. The SPRINT input "card" was:
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ORIGIN NEXRAD KMLB 28.1133-80.6542 30.7 WSR74C 28.2557 -80.6055

which translates from the Lat/Long of KMLB to the Lat/Long of the WSR74C. The third
parameter (30.7) is the altitude of the antenna in meters, above MSL. These data were
obtained from:

http://scrl.usda.gov/SCRL/apmru/imms/meteorology/stncoord.html
or
http://www4.ncdc.noaa.gov/cgi-win/wwcgi.dlI?WWDI~RadarList~N

which reports:

STATION ID  LAT N LONG W (deg, mi n, sec) ELEV(ft) TOMER HT(m)
KMLB 280648 /| 0803915 35 20

This gives an antenna elevation of: 35 ft + 20 m = 30.7 m MSL.

The gridded volume scan data were used to produce Constant Altitud® ddgion
Indicator (CAPPI) and vertical cross-section displays. CARRI® produced for low,
middle and high levels of the clouds under investigation for each midaionTypically
these were near 4, 7 and 10 km altitude. The vertical cross-seggomsnade along the
flight track of the aircraft and incorporated into combined MER (oplysics, E-field
and radar) plots.

4. ABFM ISSUES
4.1 Attenuation

The discussion of attenuation presented in Appendix D - WSR-74C RaddonSé 1
also applies to the WSR-88D although the numerical results diffemube of the
difference in wavelength and radome coating.

At the 10 cm wavelength of the WSR-88D, the constants in the interveaing
attenuation model are a = 3.55l@nd b = 0.0647. The model is valid for intervening
reflectivities from 30 to 60 dBZ which encompasses the region frogligiide
attenuation (0.003 dB/km) at 30 dBZ to maximum likely reflectivity ¢&X) at which
the attenuation is 0.3 dBZ/km. The WSR-88D has a hydrophobic radomevofisaly
losses reach 1 dB at R = 100 mm/hr.

4.2. Cone of silence
The discussion of issues relating to cone of silence in AppendiXM3R-74C Radar,
Section 4.2 also applies to the WSR-88D except that the locationrikKieB rather

than PAFB. The highest beam for VCP11 is at an elevation of 19.5 degite a
corresponding distance at anvil height of about 30 km.
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4.3 Scan gaps

The discussion of issues relating to scan gaps in Appendix D - YdERRadar, Section
4.3 also applies to the WSR-88D with appropriate differences in ddéiiailto the
differing scan strategies used by the two radars.

4.4 Propagation

The discussion of issues relating to propagation in Appendix D - WSRRa&tar,
Section 4.4 also applies to the WSR-88D.

5. COMPARISON WITH WSR-74C

The comparison between the WSR-74C and the WSR-88D is presented in Adpendi
WSR-74C Radar, Section 5.
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Appendix F
LIGHTNING DETECTION AND RANGING (LDAR)
Frank Merceret and Sharon Lewis

1. DESCRIPTION OF THE SYSTEM
1.1 Principle of operation

LDAR detects the VHF pulses in the band from 63 to 69 MHz fronpatls of the
lightning process from initial breakdown to the final return strokemaarks the time of
arrival of each pulse at four or more antenna sites. The tinaesivadl from at least four
antennas permit the time of emission and the three position coordafidtes source to
be determined. By using additional sites, a better fit and an error estimateaamedbt

1.2 Hardware

LDAR consists of a central site and six remote sites Idcaiaghly on a 10 km radius
circle about the central site as shown in Figure F1.
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Figure F1. LDAR central site and remote site locations.

The remote signals are detected using logarithmic amplii@issmitted to the central
site through microwave links and ingested into a "Timing Intervat"YmlU). The TIU
includes a programmable time delay for the signals. DatatienilU are processed in
a Location Processor (LP) computer and distributed over a KSC/CCARBNAN.
Details are given in CSR (2000) Section 10.10.
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1.3. Software

The arrival at the central site of a signal above a selecthAbéshold triggers digital
sampling of the time-delayed signals in a preset window. Withinvthdow, the largest
signal from each antenna is time-tagged. The LP calculatcmauiat for the delay ("k-
factor") introduced by each microwave link.

Events are located as follows. Any four of the seven sites can pradocation and time
for a source. With seven sites receiving the signal and requimaigthe central site
participate in all solutions, there are 20 possible combinations t#s} Bising two of the
20 combinations of four sites is optimal for minimizing location erfor all x,y, and z

values. If each coordinate (x,y,z) from two site combinations agvies 5 percent or
350 meters, whichever is greater, the average x,y and z are tisedwi€e the solutions
derived from all 20 combinations are used in determining the eveniblockt this case,
the solutions are inter-compared for consistency and weighted applypiiat, y, and z

of a given combination agrees within 5% or 350 meters, whicheveeasegy of another
combination, the weight of that solution is incremented by one. The eviechied if the

weight of any of the solutions exceeds seven, otherwise the locaitibe solution with

the largest weight. The results are sent to the real time users and archived.

The LDAR data are in binary format. The format is slightifedent between 2000 and
2001. Both have the same pattern:
-- block stating the time and number of flashes (num_flashes)

-- Then there are "num_flashes" blocks

For 2001 the first block gives the second, and number of sources duringet¢bat s
(2000 has an additional variable that is not used). So the ingest for 28dig¢sca
structure with components of second and num_flashes (bloc = {second:OL,
num_flashes:0}) and 2000 creates a structure with the additional unussolevéioioc =
{second:0L, num_flashes:0, not_used:0})

NOTE: Although the software is written with num_flashes, num_fasbaeally the
number of sources detected during that second.

The time (or seconds) is in this first block is "computer timvbére it is the number of
seconds since 1970, so that needs to be converted to seconds from midnighthmua
UTC clock.

After this first block there are blocks with more specificsfianformation for those
number of flashes (there are num_flashes number of blocks following$e THecks

have the format of (flash_info = {X:0OL, Y:OL, Z:0L, time:0OL}) where ghime is given

in milliseconds and measured as a dt from the time in thebfosk. So the time of a
flash is given by:

bloc.second (time from 1970) - (conversion to current date) + flash_info.time*1e-6
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The x, y and z is in meters measured from the central LDABiver, so an x and y
offset must be added to the x and y locations to put that information frokmthe radar.
That offset is found from the lat/long position of the LDAR and the asimwe

mentioned earlier.

lat LDAR=28.5387

lon_LDAR=-80.6428

Software was written to output this information into ASCII fornfahis ASCII data are
available on the web.) The format is:

yymdd hhnmss sfm Nsources index X y z time
010618 120000 43200.0 9 0 -4.9757 29.9126 0.3150 43200. 002537

where Nsources is number of sources, and index is just a count autivess (starting
with 0) for that second. x,y, and z are measured from the WSR74C aadahe time is
given to milliseconds.

Software was also written to determine the number of LDAR ssuwand CG flashes
within a particular spatial range (we chose plus or minus 20 kitieadircraft location
and a time range (we chose plus 5 minutes and plus or minus 5 minutes).

The format is:

sfm acx acy acz ldmtrng cgmtrng ldpmtrng cgpmtrng noldar
sfm km km m cnt cnt cnt cnt nounits
78020.000 47.5348 -45.5785 6325.4473 47. 0. 137. 1. 1

where acx, acy, acz is the aircraft location with 0 being the location of the WSR74C.
Idmtrng is the number of LDAR sources within the spatial range, and
minus the time range
cgmtrng is the number of CG flashes within the spatial range, and
minus the time range
Idpmtrng is the number of LDAR sources within the spatial range, and
plus or minus the time range
cgpmtrng is the number of CG flashes within the spatial range, and
plus or minus the time range

This data set is presented in 10 second increments in order to béouseshte the
LDARmM5 CGm5 LDARpmMS CGpmb5 noldar columns in the merged file.

noldar is a 0/1 flag indicating if there was any LDAR datalbatluring this 10 second
time. noldar is 1 if the LDAR did not have any data in the 10 secomsl window

(78020 in this example). The counts indicate there was LDAR dé#tavihe 5 minute
time window, but the noldar=1 indicates there was no data at 78020.

Lightning plots were made using the same grid(s) as were os#dtefradar. Panels of x-
z, y-z and z-t were also part of the plot. Some of the z-t p@agld2: 010610 2140-
2150) show that during heavy lightning the LDAR gets overloaded andhei gero

(0) sources for some seconds. There are also examples ofitaed DAR reports no
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sources but there are CGs. (Fig F3: 010624 2030-2040). These times tearendel by
hand. No attempt was made to incorporate these times into gmmgjjtbut a table was
created that lists questionable times.
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Figure F.2 Lightning plots from 010610 showing a case wtikeeLDAR intermittently stopped showing
sources.
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ABFM — 06/24 /01 20:30:00 — 20:39:58
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Figure F.3 Lightning plots from 010624 showing no LDAR sows¢cbut plenty of CGs.

2. CALIBRATION

The major calibration concern is determination of the k-factor for each renme#ndit
assuring that it has not changed. This is accomplished by transmitting a caliprdsie

every minute exactly on the minute from a known location. If the pulse is not detected at
any antenna for a prolonged period, maintenance may be required. If the position
computed for the source of the calibration pulse is not accurate, the k-factors may need
revision.
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3. PERFORMANCE
3.1. Accuracy

LDAR locates sources with an accuracy of about 100m inside the keshown in
Figure F1, and to within a few km at distances exceeding 100 km. erhpotal
resolution is less than 1Q@s (Boccippioet al, 2001). The flash detection efficiency
approaches 100% inside the network (Maier, Maier and Lennon, 1995). Stuthes of
system accuracy in tracking an airborne test signal are prowidithier, Lennon and
Britt (1995).

3.2. Reliability

There are two significant factors that reduce the reliabditythe LDAR system:

hardware failures and radio frequency interference (RFI). Thecipal hardware

failures are damage to remote site antennas and microwavealloke$. Both are
usually caused by exposure to the rough environment of the remotewhitds are

located in a wildlife preserve. Large birds will sit on thesseand communications
antennas, ultimately damaging them. Lightning is also a conhtaat.t It is not unusual
to lose one or more remote sites during heavy thunderstorm activity,ibwnusual to

lose enough to prevent computing a valid and accurate solution.

RFI is caused primarily by tropospheric ducting of commercial chah(&0 - 66 MHz)
television broadcast signals from large metropolitan areasadénerdred km distant. Its
signals do not meet the criteria to be recognized as lightrangiénts, so RFI generally
does not produce false data. It does, however, raise the noise |éwghtiméng signals
must penetrate, thus reducing the detection efficiency substantially.

3.3. Sourcesof error

The primary source of error is false locations generated bg¢h&on algorithm. The
algorithm also performs poorly in altitude and range for sourcdargeé distances
although the azimuth is generally quite accurate. This resulissiant, heavy storms
appearing smeared out in the radial direction, looking like "spokes" omrdphic
display. Occasionally, the algorithm will generate a solution ighat the right distance
from the central site but in exactly the opposite direction frioenttue direction. The
cause of this 180 degree ambiguity is unknown, but it is observed infrgquendlly,
on days with multiple storms with heavy lightning, signals from ipleltsources may
appear within the same analysis window. This will sometimesrgée a "wild" solution
having no correspondence to any real source.

4. ISSUESFOR ABFM
The primary issue for the ABFM analysis is mislocated sources. Missingréaiso a

concern during periods of intense electrical activity such as shown in Figure F2 or
periods of LDAR malfunction.
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Appendix G
CLOUD TO GROUND LIGHTNING SURVEILLANCE SYSTEM (CGLSS)
Frank Merceret and Sharon Lewis

1. DESCRIPTION OF THE SYSTEM
1.1 Principle of operation

The CGLSS records the position of cloud to ground lightning strikes K®&&r and
CCAFS. It detects radio signals radiated by the return stigikiming channel. Positions
are determined by a proprietary algorithm of Global Atmospherncs,(GAI) that uses
both the direction to the signal from direction finding antennas andntleeof arrival of
the signal at the antenna site.

1.2 Hardware

CGLSS consists of six GAlI model 141-T Advanced Lightning Directiondérs
(ALDF), a GAI IMPACT 280-T Advanced Position Analyzer and assediatisplays.
Each sensor contains two magnetic direction-finding antennas, threerttatielectric
field plates and a GPS antenna (CSR, 2000, Section 10.8). The locatibasAbiDFs
are shown in Figure G1.
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Figure G1. Locations of the CGLSS ALDF sensors during the=ABprogram.
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1.3 Software

Details of the flash location algorithm are proprietary. Tigerghm uses both time of
arrival and directional information from each antenna to select amupt solution
among all possible solutions for the time and location of the flagh)(

There were two formats that the CGLSS data came in. Theylvagh an ASCII format.
The first had been pre-filtered and only contains data within 150 kimeafadar (all of
the 2000 data are in this format). This is a double spaced AS@ilafdhat is produced
in one hour increments, so they needed to be concatenated together aadéhe dfethe
subsequent files removed. There are nine columns in these fillistheur were used
in the work done at NCAR, the other five deal with the number and sigmeateturn

strokes, and some QC parameters (see the web page for more details).

The header and a line of data look like this:

DAY[CYD] HMS[HMS] LAT[DEG] LON[DEG] NSTR RS DF1 DF2 FLAG

2000164 110110 28.4413 79.6688 -1474 2 1 6 +

Where the day is in year-Julian date (yyyyijjj),
time is in hour-minute-second (hhmmss), and
Latitude and longitude of the flash is given in decimal degrees.

Some of the 2001 data were available in a more detailed ASCII format. These @ata wer
not filtered to be within 150 km and the time is given in fractions of seconds. The header
for this data is as follows:

tinme | at | ong current #rs Stations
17:24:30.04  28:03:31 -80:41:13 -25.0 4 r 2,3,1,6,5

Again it is the first three columns of interest to the plotting routines used aRNCA

time is in hour:minutes:decimal seconds

and the lat/long is in degrees:minutes:seconds

current is current of the first stroke in LLP units and indicates polarity
Stations gives the station numbers used for the solution

The software reads in the file then calculates the distaopetfie radar in km from the
latitude and longitude given in the data.

All of the software developed at NCAR for the ABFM project ugexilgame calculation

for the lat/long to x/y with the exception of the radar data psiegs The sprint software
has a separate calculation for lat/long to x/y.
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The IDL code for the conversion used in the software developed for tRtMAmBoject
follows.

HH AR R R R R R
; this converts the aircraft's latitude and longitude position

; into an xy coordinate position relative to the radar station

; - input:

; lat - citation's current latitude

; lon - citation's current longitude

; lat_ref - latitude reference point

. lon_ref - longitude reference point

; ind - position in new_data structure to save location values to

; new_data - structure that holds the x and y location of citation

; - output:

; no output is produced, values saved in new_data structure

HH R R R R R R R
PRO convert_lat_lon, lat, lon, lat_ref, lon_ref, ind, new_data

if (lat le 360 AND lon le 360 AND $
lat ge -360 AND lon ge -360 ) then begin ;{
torad = double('P1/180.0)
cosine=sin(torad*lat_ref)*sin(torad*lat) + $
cos(torad*lat_ref)*cos(torad*lat) * $
cos((abs(lon)-abs(lon_ref))*torad)

if cosine EQ 1.0 then begin
dbye60 = 0.0
range=0.0
head=0.0
new_data(ind).x_pos = 0.0
new_data(ind).y_pos = 0.0

endif else begin

if cosine EQ 0.0 then dbye = 90.0 else dbye=acos(double(cosine))/torad
endelse

range=dbye*111.3182

cos_head=(sin(torad*lat)-sin(torad*lat_ref)*cosine) / $
(sin(dbye*torad)*cos(torad*lat_ref))

if cos_head GT 1.0 then cos_head = 1.0

if cos_head LT -1.0 then cos_head =-1.0

head = acos(double(cos_head))/torad

if ((sin((abs(lon)-abs(lon_ref))*torad)) GE 0.0 ) then head = 360.0 - head

if head GE 360.0 then head = head - 360.0
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new_data(ind).x_pos = float(range*sin(head*torad))
new_data(ind).y_pos = float(range*cos(head*torad))
endif else begin ;K
new_data(ind).x_pos = lvalues.f_nan
new_data(ind).y_pos = !values.f_nan
endelse

When the CGs are plotted against the radar plots, it becomeshadeéurther QC work
needs to be done (Fig. G2). There are times where there ispo@€&l and no radar
reflectivity. This is due to a known deficiency of the CGLSS system that has been
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Figure G.2 Cappi with Lightning for 010527 showing CGs (rthngles) where there is no LDAR
sources (black ‘+’) and no reflectivity.
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present since a system upgrade was performed early in 2000 érdahg;l Computer
Sciences Raytheon, private communication). These are all ghahitig flashes, but
have very large position errors related to the error minimizafigorithm finding a local
rather than a global minimum solution. This does not occur frequentlyn mibrms
with high flash densities, a few may occur. This QC work has not been done.

1.4 Calibration

The principal calibration concern is the geographical alignmertteofiirection-finding
antennas. This is determined initially at installation of eamms@ and refined if
necessary as experience with each sensor is obtained. Senson lscdetermined by
GPS.

1.5 Performance
1.5.1. Accuracy

The location accuracy of CGLSS is on the order of 300 meters (50piG@§tde the area
covered by the network shown in Figure G1 when all six sensorstare. &t a range of

100 km, the accuracy is on the order of 3 km. Accuracy degrades egseinan the full

suite of sensors is available. With only two sensors, the accat&fy km range is on
the order of 1 km. The detection efficiency is a function of how nsmmgors are

functioning. With the full set of sensors, the detection efficiency terian 98%. With

fewer active sensors the detection efficiency degrades. With2osénsors active, the
detection efficiency falls below 60%. About 2% of the flashesctedeare false

indications not corresponding to actual lightning.

1.5.2. Reliability

CGLSS has frequent sensor outages due to the remote rural locdttbessensors and
the difficult environment in which they must operate. The sensorsstieas as well as
essential communications links are subject to lightning-relatedrpmytages or damage.
In major storms it is unusual if all six sensors continue to operate simultaneously.

1.5.3. Sources of error

CGLSS assumes a single cloud to ground strike is the source sijtiads it processes.
There are two primary causes of violation of that assumptiomitnligg flashes with

multiple simultaneous ground attach points and strong in-cloud lightnindh dBdbhese

phenomena can generate spurious position estimates of the position détéoted

lightning. In addition, the proprietary algorithm that optimizes tlashf location

sometimes converges on a local minimum rather than the global ammim its least

squares search procedure as noted above. This can cause a sermcetiomsbf the

flash.
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2. ISSUESFOR ABFM

The major concern for ABFM use of the CGLSS data has been thecatesl flashes
noted immediately above. These must be manually identified by campavith LDAR
and radar data, a labor intensive process. Undetected flashesoaaecahcern, since the
system detection efficiency is less than 100%.
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APPENDIX H
DESCRIPTION OF THE ABFM WEB SITE
Jim Dye and Sharon Lewis

It quickly became apparent that given the wealth of measurememtshad was needed
to display airborne and radar observations together. There alsoneasl &0 make these
display products available to all participants at different unsdihs so that all members
of the team could participate in analysis. As a result NCARI|dped the ABFM Web
site with the goal of not only displaying the measurements buta&ag the plots and
many of the data sets available to participants (within the thséige space limitation of
the Web server). This Web site has now evolved into a powerful anahdgidisplay tool
and is described briefly in this Appendix. As this report is beintiemrthe ABFM Web
site is being transferred to a server at NASA Kennedy Space Center.

At NCAR the URL for the ABFM Web site isittp://box.mmm.ucar.edu/abfm/
At NASA KSC the URL is yet to be determined

From this link the ABFM Home Page will come up and is shown in Figure H.1
Note the Instructions for Navigating This Website towards the botbithe ABFM
Home Page.

In addition to the need to be able to display and make analysis progadabla to
participants we recognized the need to be able to view the radakegndirborne
observations together on the same plots. To that end the MER (Microgphlgectric
fields, Radar) plots and also composite CAPPIs with overlay ofaftirtrack and if
desired lightning observations from LDAR and CGLSS were develop€CAR using
the Interactive Display Language (IDL). Links to the differerddoicts are provided on
each of the Daily Home Pages (ie. a page containing plots andodaach individual
flight day). An example of one of the Daily Home Pages is showfigure H.2 for the
Citation flight on June 13, 2000, the same flight that is describedcitio8e3.1 of the
main body of the report.
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AIRBORNE FIELD MILL PROJECT
KENNEDY SPACE CENTER

cooperative project between the NASA Kennedy Space Center, National Center for Atmospheric Research, NASA Marshall Space
Flight Center. University of North Dakota, University of Arizona, WOAA National Hurricane Lab., and in Feb. 2001, the NOAA
Environmental Technology Lab. |

The goal of the project is to investigate the microphysical and radar conditions present when strong electric fields exist in amvils or
debris clouds from thunderstorms or layer clouds and how the electric fields and microphysical content and radar refelectivity decay in time | |
and space. Airborne measurements of the 3-D electric fields and associated cloud and precipitation patticle content were made in anvils, E
debris clouds and weak storms near Kennedy Space Center using the Univ. of North Dakota (UND)) Citation T jet aircraft. These
airborne measurements were coordinated with measurements from the WSR74-C radar at Patrick Air Force Base and the National
Weather Service NEXRAD WSRE8D radar in Melbourne, Florida. Many of the arborne measurements were made within range of the
KSC Lightning Ranging and Detection (LDAR) system, the KSC Cloud-to-Ground Lightning Sensing Svstem (CGLSS), and the KSC
surface electric field mill network so that we know when and where lightning was occurring and when electric fields were enhanced at the
ground near KSC.

This web site contains plots and images of radar, airborne electric field. microphysics and lightning data recorded during the flights of
the UND Citation and additionally, ongoing analvsis of the different cases.

The Airborne Field Mill Project was conducted near Kennedy Space Center during June 2000, Febmary 2001 and May/June 2001 Itis a ‘
|
|
|

This praject is funded primarily by NASA Kennedy Space Center with a significant contribution from the National
Reconnaissance Office. The science team acknowledges with gratitude the technical, logistic, airspace control, communications, =
and scientific support of many agencies and contractors whose contributions have been essential to the success of our efforts

Instructions for Navigating this WebSite
To the Ieft is a list of flight cases with links to the "homepage” for that flight. Each "flight homepage" contains graphics in various combined
formats of radar, in-situ aircraft. and lightning measurements, e.g. MER plots combine Microphysics. Electric fields and Radar. Links to
applets on these homepages allow quick perusal through a time series of plots.
NOTE. the applets mnitially take some time to load. And we sometimes have problems with the applets on MAC or Limm operating
systems.

Products Page -- A list of flight days, flight times and products available (updates not current).

Index Page -- An index of main ABFM directories. Allows you to look at a plot "type" or format for many days. e g. to look at the
horizontal cappis for all of the cases in une2001 click on the following sequence: Index; june2001; CAPPI WSR74C (or

CAPPI NEXRAD); he or he_lighting (for LDAR sources and CGs superposed on the CAPPIs) or plots html. "plots html" brings up an
applet from which vou can choose your case day. Alternatively, you can directly select the plots of a specific day from the directory
structure.

Reports -- Due to the contractual nature of this project. this link is restricted.
Related Links -- A partial list of contributors own websites.

ABFM Data at NCAR -- A partial list of data products available.

Old ABFM homepage: calendar stvle (out of date’

Last Modified: 26 Sept 2003

Figure H.1 The ABFM Home Web page. Links to each flight dag provided on the left and at the
bottom there are links to various other sourcdsfofmation including Reports.
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FigureH.2 The daily home page for the June 13, 2000 flighee text.

At the top of each Daily Home Page there are links to a SystleegVeather Summary,
the Flight Track of the Citation and sometimes Brief Notedpalthat specific day. The
Synthesis Link presents summaries and analyses done for that didne #p of each
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Synthesis there is a Summary Table. This table shows thepegnad of the aircraft
investigation of the case; the type of case; complexity; degfremnvective activity;
approximate location (usually of the core); estimate of stormiomoand a brief verbal
description of the case. It also presents minimum, maximum andgavesiues for the
resultant electric field, and particle concentrations in sedifalent size categories for
the specific time periods of each case. These statisticsagbemse for the case but for
most of the flights the variability is large so average angirmam values tell only part
of the story. If the aircraft flew in more than one storm the alieemation is shown
for each different case. Any analysis that has been written upifoflight day follows
the Summary Tables. If more than one write-up was done, they arevarse
chronological order. Some of this analysis is from very earlyn@ation of the day, but
often a more detailed analysis presented by an ABFM team meamnbheronference call
is also provided.

Near the bottom of the Daily Home Page there is a Link toMERGED” data files for
both the 74C and NEXRAD when data were available from both radars. arbegn
important source of measurements for any analysis to be undertakse. NIERGED
files contain 10 sec averages of aircraft measurementscoéfaiposition and attitude,
state parameters, microphysics and electric field time synded with various
calculated reflectivity parameters.

The Daily Home Page also contains links to other measurememtslimc the 1 s
averages of the electric field measurements, LDAR and CGgB®ing data, both 10 s
and 30 s averaged particle measurements, KSC profiler and Rawimaeadarements,
and the Citation flight level data from the Univ. of North Dakota processing.

Links 1 and 6 (for WSR74C or NEXRAD radars, respectively) area¢dER plots that
show measurements along the flight track of the Citation and thaircwf radar
reflectivity in the column above and below the aircraft. MER plotee H@een produced
for all days with radar data for both the PAFB WSR74C radar audfait the Melborne
NEXRAD WSR88D. A 10 min time span is used for both the 74C and the RBXR
MER plots to facilitate comparison. For the 74C this includes ~3 taddr Volume
Scans (~2.5 min each) and for NEXRAD 2 to 3 Volume Scans (~5 mh).d&dore
information on the MER plots (or any other link on the ABFM Web pag®) loe
obtained by clicking on thelNFO” button beside the appropriate link. Examples of
MER plots and CAPPIs can be seen in Section 3 of this report.

Links 2 and 7 show CAPPI plots for 74C and NEXRAD radar, respectaellfitudes of

4, 7 and 10 km MSL, or if the aircraft is airborne and near either 4 7 or 1&GAPPI

for the altitude of the aircraft (in 1 km increments) replaites 4, 7 or 10 CAPPI.
Aircraft track for the time period of the volume scan plus 2 mirordeebind after are
superimposed on the CAPPI.

Links 3 and 8 show the same CAPPI plots but with LDAR sources andlaSkes

superimposed. Again more information about the plot can be obtained byglarkithe
INFO button beside the link.
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Links 4 and 9 display time series of different reflectivity pagters for the WSR74C or
NEXRAD radar, respectively. We developed these plots for use in coijuvath our
search for a radar parameter to be used for warning of the pibggbihigh electric
fields. Information on the different plots can be found vial MO button

Links 5 and 10 plot different reflectivity parameters as a funafdémag , the resultant
electric field. We refer to these as scatter plots. Thesis plere used to explore the
relationship between Emag and various reflectivity parametersriquest for a suitable
parameter to be used for a radar based LLCC for anvils.

Link 11 gives the aircraft track for that day in 10 min segmeittstive aircraft measured
winds superimposed. There are periods during which the aircraft wiadsoareliable
because of icing of the nose and/or wing pitot tubes. During turns tiis wiay also be
unreliable. The net result is that the winds need to be viewed very judiciously.

Link 12 goes to plots of lightning detected by LDAR or CGLSS. SeéNi® button
for an explanation of the plot format and Appendices F and G for désesipif the
LDAR and CGLSS measurement systems and uncertainty.

Link 13 leads to time series plots of the x, y and z components efdbeic field, the
magnitude of the total field (Emag) and charge on the airdvaEd) and K Slack. Both
of these later quantities are indicators of the quality of the electric fisddumements.

Link 14 gives links to time series plots of 10 or 30 sec averagesrtifle concentration
for different size categories. The link for 30 sec also shows $ermies of the patrticle
cross-sectional area distributions for the anvil cases.

Link 15 leads to either 10 or 30 sec average plots of the particlerdoaion size
distributions or for the 30 sec averages also to cross sectional area sizetiisgi

Link 16 shows CAPPI plots at 4, 7 or 10 km from the WSR74C radar except for tite flig
day of June 13, 2000. Because we have no recorded data for this day M\MERITAC
radar, NEXRAD data are used.

Near the bottom of each Daily Home Page there are links tougaASCIl data files that

for the most part are self-explanatory. The MERGED filesfid@e containing 10 sec

average data from the aircraft and the corresponding radartixefyeparameters for the

location of the aircraft at that time. Some selected refigcparameters are contained in
the MERGED file, while the Reflectivity Parameter file shdewer aircraft and

microphysical parameters but includes most reflectivity varsallgat have been
calculated. Those not listed can easily be calculated from variables included.

End of Report
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