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Abstract. This document presents results from numerical simulations of an idealized

case of daytime convective development over land. The case is based on observations col-

lected in TRMM/LBA �eld project in Rondonia, Brazil. Results are presented from two

di�erent 3D simulations that start from the early morning sounding and are driven pri-

marily by increasing surface 
uxes. The �rst simulation uses a high spatial resolution and

focuses on the formation and evolution of well-mixed cloud-topped boundary layer. The

second simulation, which uses lower spatial resolution and larger computational domain,

aims to resolve deep convection later in the day. The results illustrate various aspects

of convective development over land and are used here to stimulate collaboration between

boundary layer and deep convection working groups of the GCSS.
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1 Simulation details

The purpose of this case is to investigate the development of the daytime convective

boundary layer over land and the transition from shallow to deep convection. The actual

sounding and the evolution of surface 
uxes as the day progresses come from observations

on February 23, 1999, during the TRMM-LBA �eld campaign in Rondonia, Brazil. The

challenging aspect of this case is the wide range of spatial scales involved. The case features

the development of a well-mixed cloud-topped boundary layer from the early morning

sounding, development of shallow convection as surface 
uxes increase, and transition

from shallow to deep convection. This case does not feature any "large-scale" forcing,

i.e., no advective tendencies of temperature and moisture are speci�ed as the simulation

progresses. The input data are: i) initial sounding; ii) evolving surface temperature and

moisture 
uxes; and iii) evolving pro�les of radiative cooling. The simulation can be

performed in either 2D or 3D, with 2D models aligned in the E-W direction. The lateral

boundary conditions are cyclic and 
at (i.e., no topography) free-slip (i.e., no surface

friction) lower boundary is assumed.

The results presented below were obtained using the massively parallel (Anderson

et al. 1997) Eulerian version of the three-dimensional, two-time-level nonhydrostatic

Eulerian/semi-Lagrangian (EULAG) anelastic 
uid model of Smolarkiewicz and Margolin

(1997). The model applies a simple warm rain and ice parameterization of Grabowski

(1998) and uses a TKE approach to represent subgridscale transports.

In the shallow convection setup, the horizontal/vertical resolution is 50/25m using a

grid of 128x128x161 in (x,y,z). The shallow convection simulation is run for 3 hrs as

convection approaches the upper boundary of the domain (at 4 km) toward the end of the

3hr period. In the deep convection case, 500/125 m resolution in horizontal/vertical is used

with the same number of gridpoints as in the shallow convection case (i.e., 128x128x161).

The deep convection simulation is run for 6 hrs. To provide small-scale excitation, surface


uxes are not applied homogeneously across the domain, but they include a random

component, with the amplitude equal to 10% of the 
ux value and random numbers

generated every time step. Moreover, random perturbations of the temperature and water

vapor, with the amplitude of 0.1K and 0.1g/kg for temperature and moisture, respectively,

are also applied in the lowest 9 model levels every 15 minutes for both shallow convection

and deep convection simulations.

2 Results to be presented

The following quantities are used in the comparison of model simulations:

- cloud fraction (de�ned as a fraction of the horizontal domain covered by cloudy columns;

a column is considered cloudy if the total condensate mixing ratio at any level of the

column is larger than 0.1 g/kg);

- height of the center of mass of the total condensate �eld (de�ned as zcm =
R
QzdV=

R
QdV

where Q is the total condensate and the integration is over the entire computational

2



Wojciech W. Grabowski

domain);

- temperature and moisture pro�les in the lower troposphere;

- surface precipitation rate.

All but the last quantity are analyzed based on model results archived every 10 minutes

of the simulation; surface precipitation is archived every model time step.

3 Boundary layer development: results from 3D shallow convection simula-

tions

Figures 1 and 2 show evolutions of the temperature pro�les every 0.5 hr of the shallow

convection simulation. Figure 1 shows the pro�les in the lowest 1.5 km to illustrate bound-

ary layer development, whereas Fig. 2 shows the temperature pro�les and the maximum

extent of convection (at times corresponding to the pro�les) in the entire 4 km depth of

the computational domain. The vertical extent of convection is shown by vertical bars

which stretch from the lowest cloud base to the highest cloud top in the entire compu-

tational domain (note that the subsequent temperature pro�les are shifted in horizontal

by 3K to better show the extent of convection). Figure 1 shows that temperature pro�les

above the boundary layer are insigni�cantly a�ected by convection despite the signi�cant

vertical development of convection toward the end of the simulation. As the deep convec-

tion simulation shows, computational domain warms signi�cantly later in the simulation

(hour 3 and beyond).

Figures 3 and 4 are analogous to 1 and 2, but for the water vapor mixing ratio pro�les.

Note that, unlike the temperature pro�les, the moisture pro�les above the boundary layer

are signi�cantly a�ected by convection.

Figure 5 shows temporal evolutions of the cloud fraction and the height of the center

of mass of the condensate �eld. The �gure shows that shallow clouds (with the center

of mass only 200-300m above the ground and cloud cover smaller than 0.1) appear as

early as 1 hr into the simulation. The cloud fraction does not change signi�cantly for

another hour and the center of mass of the cloud �eld raises steadily. The last hour of

the simulation features deepening clouds and increase of the cloud fraction. These results

are consistent with the cloud extent shown in Fig. 2 and 4.

As far as the surface precipitation is concerned, only small amount of precipitation

reaches the ground at the very end of shallow convection simulation (the domain averaged

precipitation rate at 3 hrs is 0.04 mm/hr). Thus, it appears that using a numerical

model capable of simulating nonprecipitating convection only is reasonable for the shallow

convection case. This is relevant if WG1 is interested in this case because their models

often do not allow precipitation.
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4 Transition from shallow to deep convection: results from 3D deep convec-

tion simulations

Figures 6 and 7, in the format similar to Figs. 1 and 2, show the evolution of tem-

perature pro�les for the deep convection simulation. Figure 6 shows the pro�les in the

lowest 1.5 km to illustrate the structure of the boundary layer, whereas Fig. 7 shows the

temperature pro�les and the maximum extent of convection (at times corresponding to

the pro�les) across the entire troposphere (note that, as in Fig. 2, the subsequent tem-

perature pro�les are shifted in horizontal by 3 K to better show the extent of convection).

The lower-tropospheric temperature pro�les show the impact of lower vertical resolution

applied in the deep convection simulation. Horizontal resolution has likely some impact

on the boundary layer as well. Note that the model subgrid-scale TKE scheme does a

rather poor job in representing well-mixed boundary layer. It would be interesting to

see if models with more sophisticated boundary layer and/or turbulence parameterization

can improve the boundary layer structure in the deep convection setup. Note that the

vertical resolution applied in this case (125m) can still be considered relatively high when

compared to traditional large-scale and climate models. The free-tropospheric tempera-

tures show signi�cant warming starting at 3 hours of the simulation; this is related to the

domain-wide subsidence as a result of deep convection development..

Figures 8 and 9 show the pro�les of the water vapor in the deep convection setup and

are analogous to 3 and 4 for the shallow case. As in the temperature pro�les, the impact

of the low spatial resolution on the boundary layer is apparent.

Figure 10 shows temporal evolution of the cloud fraction and the height of the center

of mass of the condensate �eld for the deep convection simulation. This �gure should

be compared to Fig. 5 for the shallow convection simulation. As the two �gures show,

clouds tend to develop later in the deep convection case and their vertical development is

very rapid (e.g., the center of mass is only at about 1km in shallow convection simulation,

but it is already at 3-4 km in the deep convection case). However, the depth of the

computational domain applied in the shallow convection case is likely to small in the last

hour of the simulation.

The evolution of the domain-averaged surface precipitation in the deep convection

case shown in Fig. 11. Surface precipitation rapidly increases during third hour of the

simulation and stabilizes at the rate of about 0.5 mm/hr. In the shallow convection case,

there is only a trace of surface precipitation at the end of the simulation (not shown).

5 Summary

The purpose of this writeup is to present results from a particular model simulations

of an idealized daytime convective development over land. Because convection is driven

by the strong diurnal cycle of surface 
uxes, capturing both the convective boundary

layer development and transition from shallow to deep convection in a single simulation

is diÆcult. The results presented herein are to motivate collaboration among relevant
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Working Groups of GCSS to further our understanding of this problem and improve its

representation in large-scale and climate models.
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Figure 1: Potential temperature pro�les in the lowest 1.5 km of the computational domain plotted every

0.5 hr of the simulation using high spatial resolution to capture boundary layer development (the shallow

convection simulation).
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Figure 2: As Fig. 1, but for the entire depth of the computational domain. Vertical lines, connected to

the pro�les at the cloud-base temperature, show the vertical extent of clouds. Note that the temperature

scale applies only for the pro�le at 0.5 hr; later pro�les are shifted to the right for a better display.

7



Wojciech W. Grabowski

Figure 3: As Fig. 1, but for water vapor mixing ratio.
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Figure 4: As Fig. 2, but for water vapor mixing ratio.
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Figure 5: Evolution of the cloud fraction (upper panel) and height (in km) of the center of mass of the

total condensate �eld (lower panel) for the shallow convection simulation.
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Figure 6: As Fig. 1, but for the simulation with deep computational domain and lower vertical resolution

(deep convection setup). Note that this simulations is run for 6 hrs.
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Figure 7: As Fig. 6, but for the 15-km depth of the computational domain. Note that the temperature

scale applies only for the pro�le at 0.5 hr; later pro�les are shifted to the right for a better display.
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Figure 8: As Fig. 6, but for the pro�les of the water vapor mixing ratio.
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Figure 9: As Fig. 7, but for the pro�les of the water vapor mixing ratio.
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Figure 10: Evolution of the cloud fraction (upper panel) and height (in km) of the center of mass of the

total condensate �eld (lower panel) for the deep convection simulation.
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Figure 11: Evolution of the surface precipitation rate for the deep convection simulation.
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