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The workbench provides GUIs to
the following components of the MM5v3
modeling system: TERRAIN, REGRID,
INTERPF, and MM5. The workbench uses
the Globus toolkit to enable remote job
submission. The workbench greatly
simplifies the process of running MM5 by
allowing the user to enter the data (and
enter it once!) used to define:  the domain(s)
used by the model; the reanalysis or GCM
output data from which the initial and
boundary conditions are computed; the
physics options used by MM5; the starting
and ending time for the simulation, time step
size, and output frequency.  This is a great
simplification of the normal process, which
requires the user to edit a number of shell
scripts and a namelist file.  Use of the
remote job submission capabilities of Globus
allows the user to run the workbench on a
desktop platform, and run the components
of the MM5 system on remote platforms
accessible via Globus.

Grid Computing and Globus

A computational grid is a hardware
and software infrastructure capable of
providing dependable, consistent, pervasive,
and inexpensive access to high-end
computational resources [1].  Grid
computing is the execution of grid-friendly
applications on a computational grid.
Globus [2] is a software system that enables
grid computing by providing the following
services:  resource (i.e., processing power)
management, data management, online
instrumentation, security, executable staging
and remote I/O, and selection of remote
platform.

System Requirements

The workbench requires the
following things of the system(s) on which it
is to be used:  a java interpreter; Globus and
the Globus toolkit; executables of the

MM5v3 preprocessors TERRAIN, REGRID,
and INTERPF; an MM5v3 executable,
compiled with MPP plug-ins, and configured
with  physics options that allow maximum
flexibility.

The Graphical User Interface

The Graphical User Interface has
five different panels:  DATA, LOCATION,
PHYSICS options, TIME SPAN, and
MODEL.  These panels are listed on a
toolbar across the top of the GUI.  The
panels guide the user through the process of
configuring MM5 and its preprocessors
TERRAIN, REGRID, and INTERPF.

The DATA panel (Figure 1) offers the user a
choice of options for reanalysis or GCM data
used to compute initial and lateral boundary
conditions for MM5.  Three options are
currently supported:  NCAR/NCEP
reanalysis project (NNRP) data, National
Center for Environmental Prediction
reanalysis data (NCEP), and output from the
University of Wisconsin/Argonne National
Laboratory Fast Ocean-Atmosphere Model
(FOAM).  The scrollable window lists
individual data files labeled by year and
month.
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The LOCATION panel (Figure 2) is used to
define the domain(s) for the simulation.  This
is the information one normally places in the
shell script for TERRAIN.
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