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1. INTRODUCTION

The Penn State University / National Center for Atmospheric Research (NCAR) Mesoscale Model 5 (MM5) runs operationally at the Air Force Weather Agency (AFWA) and provides fine-scale, limited-area forecasts for military and civilian forecasters worldwide.  AFWA has run MM5 since 1998.  From that time until January 2001, model initialization was accomplished using the analysis portion of the Local Analysis and Prediction System (LAPS) from the Forecast Systems Laboratory (FSL).  The version used at AFWA was a successive correction scheme that used a limited number of available observation types.  In January 2001, LAPS was replaced by the Mesoscale Data Assimilation System / Multivariate Optimal Interpolation (MDAS/MVOI).  

The MVOI analysis portion is a modified version of the Air Force Global Weather Central (AFGWC) Relocatable Window Model's (RWM) analysis scheme which ran from 1991-1998.  One of the major advantages of adopting/adapting this system was its capability to be easily relocated to any part of the globe.  Another advantage was the system’s ability to produce accurate analyses using observational data that varied greatly in quality and quantity from one operational area to another.  A major concern during the development phase of the current MDAS/MVOI was the amount of compute time required to complete the analyses.  The time requirements for running the analysis system for multiple theaters worldwide coupled with the additional overhead of an intermittent data assimilation cycle were substantial.  To speed the processing, the analysis model and interpolation processes were parallelized. 

The MDAS/MVOI system used at AFWA provides rapid, accurate initialization fields for the MM5 model. Speed and accuracy are critical to support worldwide operations.  This paper discusses the current data assimilation system at AFWA.  It includes a brief
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description of the MDAS/MVOI system.  The parallelization techniques and subsequent speedups are also presented.

2. A BRIEF DESCRIPTION OF MVOI AT AFWA

Optimal interpolation (OI) is a statistical analysis method that updates meteorological values at regularly spaced gridpoints using observations in the vicinity of each location.  The background fields being updated can be model forecasts or climatology.  When a forecast is used to provide the guess field, the optimal interpolation is said to “update” or correct the forecast field in those regions where current data are available.

The multivariate analysis of meteorological fields using an optimal interpolation method is presented in Gandin (1963) and Gandin and Kagan (1974). The AFWA implementation of the OI updates values of geopotential height and horizontal wind components concurrently using the geostrophic wind relationship. This is the 'multivariate' portion. The relative humidity analysis is univariate and uses correlation functions that are elongated along the wind flow. 

The MVOI system described here was developed in the late 1980s from components of the U.S. Air Force’s High Resolution Analysis System (HIRAS) (Stobie, 1986) and the Atmospheric Slant Path Analysis Model (ASPAM).  The original MVOI system was implemented in 1991.  That version of the model used upper air soundings, surface observations, aircraft observations, and satellite sounding profile data. AFWA’s MVOI system is a point analysis system.  This means that the analysis is performed individually at each model grid point.  A series of points in the vertical dimension are analyzed to create vertical profiles of temperature, wind and moisture at each of the forecast model’s vertical levels.  These profiles are then created for each horizontal point of the model grid.   For any given point, up to 200 observations are considered for use in the analysis process while only the 35 most highly correlated observations are actually used.  For a serial computation, this can be quite time consuming.  In the earlier version of the model, the horizontal analysis grid and vertical structure of the model were not sufficiently fine to exceed run-time constraints.

The original MVOI system ran on 16 sigma levels, used no more than 3,000 observations and was limited to a grid size no larger than 83 by 79.  Although it was a relocatable system, there were many fixed array structures that made changes to the horizontal and vertical grid values difficult.  These restrictions were removed in the current version which was converted to Fortran 90.  Taking advantage of allocatable array structures in Fortran 90 allowed for the use of a single executable for numerous theater configurations. During the development, additional data types were added.  These included dropsondes, ACARS, surface mesonets, and ATOVS data.  The number of observations that can be used by MVOI increased from 3,000 to 20,000. Currently MVOI is configured to produce an analysis on 41 sigma levels on only the outermost grids that have a grid spacing of about 45 kilometers.  The vertical and horizontal coordinates are easily reconfigurable.  At this time, MVOI is not run on the nested grids.  The theater configurations are controlled through configuration files or namelists.  This reduced the time required to put a new theater into production.  At the present time, AFWA runs 12 non-tropical theaters initialized with MVOI and 5 tropical theaters without MVOI initialization. 

3. A BRIEF DESCRIPTION OF MDAS AT AFWA

The importance of accurate background fields in objective analyses cannot be overstated. The smallest resolvable scale used in the model represents the maximum resolution in the analysis.  For these reasons, it is necessary for the model to use its own forecasts as background fields for subsequent analyses.  The background fields used for the LAPS analyses were taken from global forecasts (Aviation Model (AVN) or Navy Operational Global Atmospheric Prediction System (NOGAPS)).  The MDAS used at AFWA uses MM5 model forecasts as background fields. It does not, however, continuously cycle on itself.  Continuous cycling requires: 1) large domains, 2) domains that are not resized or moved, and 3) domains with a sufficient number of observations to keep the model ‘in check’.  These requirements are too restrictive based on the number, location, and dynamic nature of the theaters run at AFWA.  Therefore the model is reset every 6-12 hours with a global background field.

The data assimilation cycle now begins six hours prior to the model cycle time (T).  At T-6 an analysis is performed using a global background field.  This analysis is used to perform a ‘cold-start’ 3-hour model run.  The fine-scale forecast from this run is used as the background for the next analysis (T-3).  The model is restarted at T-6, and it is nudged towards the T-3 analysis using Four-Dimensional Data Assimilation (FDDA) or ‘analysis nudging’.  This step is performed in lieu of a static initialization such as normal mode initialization.  This nudging allows the model to achieve a degree of dynamical balance prior to the next free forecast period from T-3 to T-0.  This is the last background field required for the actual free forecast.  An analysis is performed using this background field.  The model is again restarted at T-3 and nudged to the T-0 analysis after which it continues to run out the full 72-hour forecast period.

4. PARALLELIZATION OF MDAS/MVOI

AFWA’s MM5 production suite encompasses a large number of theaters.  Since many of these theaters span areas that are covered by a network of surface data and upper air sounding data, a diverse set of observation types must be incorporated to improve the analysis provided to the model. The addition of more observation data from satellite platforms along with the current observation datasets increased the processing time for the analysis model. 

The MVOI in its initial development met the first requirement of incorporating additional satellite observations, but the model runtime was quite long.  The first test of the serial version of MVOI took over 24 hours of wall clock time to run on a single processor.  Modifications to the code were made to reduce the overhead.  These included the elimination of diagnostic print, consolidation of functions, and reorganization of the model processes.  Additionally, various compiler optimization options were selected.  The runtime was reduced from 24 hours to 3 hours.  Though this time reduction was significant, it did not meet AFWA's time requirements.  

To further reduce the time needed to produce an analysis, the MDAS/MVOI system was parallelized. The point analysis method described earlier lent itself easily to parallelization.  Since each point was analyzed individually, it was possible to divide this process across numerous processors. To use the distributed memory environment MDAS operates in most efficiently, the arrays were split into smaller pieces using a standard 2-D domain decomposition technique. These were then passed to each of the processors using the Message Passing Interface (MPI) (Aoyama and Nakamo 1999). A significant reduction in processing time was achieved.  A theater that originally took 24 hours on a single processor now takes only 8 minutes on 48 processors.  Additionally, this method of parallelization scaled well. An analysis run over 128 processors for a 45km horizontal resolution window covering all of Europe can now be accomplished in less than 40 seconds! Not all of the MDAS/MVOI code was parallelized.  The gross checking subroutines and buddy checking subroutines are not easily modifiable for parallelization, but the analysis portion itself was modified.  Instead, these routines are incorporated into the parallel procedures, but the observation checks and comparisons are performed redundantly.  

5. FUTURE WORK

The MVOI system will undergo several enhancements over the next few months. Most of the data types available at AFWA today are already being utilized by the MVOI system, but there are additional data types that will be added.  These include the Defense Meteorological Satellite Program (DMSP) Special Sensor Microwave Imager (SSM/I) sea surface wind speed, SeaWinds data from the QuikSCAT satellite, and moisture data from the DMSP Special Sensor Microwave Temperature (SSM/T) satellite sensor.  With the proper specification of the observation errors, the addition of these observations in regions that have few surface observations or upper air soundings should provide a better initialization of the forecast model.

The specification of the observation errors is important in MVOI, as are the background error variances. The current MVOI system uses static errors.  The static errors were used in place of dynamic background errors during the development of the system because global model forecast error variances were not available.  Since the MDAS system at times uses the previous forecast from the fine scale model, the use of the global model forecast errors is not always optimal.  An improved background error variance field will be implemented.  This should improve the final model forecast output through improved weighting of the observation data.  

During the summer of 2002, the MDAS/MVOI system will likely be replaced by the 3-D Variational Analysis (3DVAR) system currently under development at NCAR.  The improvements in data quality control and error specification developed for MDAS/MVOI will be used in the 3DVAR system.  Most of the data types currently used in the MDAS/MVOI system will be used in the 3DVAR system, as well as data types not used by the MDAS/MVOI system such as wind profiler data and radiance data.  Parallelization techniques learned during the development of the MDAS/MVOI will be beneficial in the incorporation of the new analysis system into the production system.  Although the MDAS/MVOI system will only be used for a short period of time, it will provide a firm basis for future improvements to the data assimilation process at AFWA.
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