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ABSTRACT: Understanding the interactions between turbulent and nonturbulent motions has been a persistent chal-
lenge faced by the community studying stably stratified turbulent flows. For flows with high Reynolds number, high Rossby
number, and stable stratifications, nonturbulent motions involve physical mechanisms acting against instability develop-
ment. Because turbulent motions are generated through an energy cascade via instability development, the presence
of nonturbulent motions is expected to modify the energy distribution across scales compared to that of solely turbulent
motions. The objective of this work is to identify in field data statistical signals of nonturbulent motions caused by stable
stratification. The need to resolve energy-containing motions in both space and time requires high-frequency time series of
velocity fluctuations collected using arrays of sonic anemometers. The analysis is performed using data from the Canopy
Horizontal Array Turbulence Study (CHATS), during which a total of 31 sonic anemometers were deployed on a horizontal
array and on a 30-m tower. Compared to other field campaigns which were also equipped with arrays of sonic anemometers,
CHATS took an important advantage of already published nighttime canopy-scale waves derived from aerosol backscat-
ter lidar images. After precluding complexities caused by nonstationarity and horizontal heterogeneity, signals of nontur-
bulent motions caused by stable stratification are identified from spatial autocorrelations of time-block-averaged velocity
fluctuations. These signals are interpreted using existing understanding of turbulent canopy flows and two-dimensional
Kelvin—-Helmholtz instability development. The associated estimates of critical wavelengths and buoyancy periods agree
well with the overall properties of nighttime canopy-scale waves derived from lidar images.

SIGNIFICANCE STATEMENT: This work investigates statistical signals of nonturbulent motions caused by stable
stratification in sonic anemometer measurements of near-surface atmospheric flows. The detected signals of nonturbu-
lent motions agree with theoretical predictions of the impacts of stable stratification on turbulent canopy flows. This
agreement suggests potential advantages for understanding stably stratified near-surface flows using canopy-resolving
simulations. The automatic, objective, statistical detection procedures, as well as the intermediate products of the peri-
ods of statistically stationary, horizontally homogeneous, approximately two-dimensional mean flows, are useful for im-
proving the understanding of canopy flows for various stability conditions.
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1. Introduction

Understanding the interactions between turbulent and
nonturbulent motions has been a persistent challenge faced
by the community studying stably stratified turbulent flows
(Mahrt 2014; Sun et al. 2015). Turbulence-resolving large-
eddy simulation (LES) has become an extremely useful tool
to study such three-dimensional (3D) interactions (e.g.,
Lloyd et al. 2022), but the validation of atmospheric LES of
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stably stratified flows against field data is limited to mean pro-
files (e.g., Beare et al. 2006), coherent structures (e.g., Sullivan
et al. 2016), and spatially filtered fluxes (e.g., McWilliams et al.
2023). The inability of the community to separate turbulent
and nonturbulent motions in field data, which may be due to
potentially overlapping time scales, a lack of physical basis,
and complexities created by nonstationarity and horizontal
heterogeneity [see reviews by Mahrt (2014), LeMone et al.
(2019)], complicates observational intercomparison with at-
mospheric LES.

Consider flows with high Reynolds number, high Rossby
number, and stable stratification. Riley and Lelong (2000)
suggested partitioning flow perturbations into turbulence,
with nonpropagating potential vorticity (PV) modes, and with
propagating wave modes. The latter two modes, being nontur-
bulent motions, were lumped into a term called “submeso” by
Mahrt (2014). Although the term submeso has been adopted
by recent studies of stable boundary layers (e.g., Vercauteren
et al. 2016), we choose not to use this term to avoid making
implicit assumptions of the scales of nonturbulent motions.

© 2025 American Meteorological Society. This published article is licensed under the terms of the default AMS reuse license. For information regarding
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Instead, we seek for common characteristics of nonturbulent
motions by revisiting the physical mechanisms associated with
PV and wave modes. The PV modes refer to primarily hori-
zontal flows with significant vertical vorticity, which can be
approximated as horizontal advection of rotation around a
vertical axis. The waves are actions occurring under restoring
forces. Both rotation around a vertical axis and restoring forces
are mechanisms acting against instability development. On the
other hand, turbulence is generated through an energy cascade
via instability development (Davidson 2015, chapter 1.4). Thus,
one can potentially separate turbulent and nonturbulent motions
according to the status of instability development and the associ-
ated energy cascade.

Given the above rationales, the presence of nonturbulent
motions is expected to modify the energy distribution across
scales compared to that of solely turbulent motions. Previous
studies used cospectra [multiresolution (Vickers and Mahrt
2003, 2006b) or Fourier (French et al. 2007; Cook and Renfrew
2015; Zou et al. 2017)] to investigate the energy distribution
across scales and potential signals of nonturbulent motions.
However, these studies used a different separation between tur-
bulent and nonturbulent motions. They hypothesized that turbu-
lent fluxes were directly related to local mean gradients while
nonturbulent fluxes were relatively random and erratic (Vickers
and Mahrt 2003). Under such hypothesis, solely turbulent
motions were expected to present cumulative integrals of
cospectra that would vary monotonically with increasing
time scale [e.g., Fig. 4 in Vickers and Mahrt (2003) and Fig. 2
in Zou et al. (2017)], while nonmonotonic variations were
considered as signals of nonturbulent motions. Unsurpris-
ingly, linking such cospectra behaviors to nonturbulent
motions becomes questionable when a local flux-gradient
relationship becomes invalid due to nonlocal transport by
organized large-scale turbulent motions such as convective
eddies on atmospheric boundary layer (ABL) scales (Vickers
and Mabhrt 2003; French et al. 2007). Whether any behaviors of
cospectra can be used to separate turbulent and nonturbulent
motions based on the status of instability development remains
unknown.

The objective of this work is to identify in field data statisti-
cal signals of nonturbulent motions caused by stable stratifica-
tion, which provides restoring forces acting against instability
development. Three major steps are needed to achieve this
objective. The first step is to limit the cause of nonturbulent
motions to only stable stratification by precluding complexi-
ties caused by nonstationarity and horizontal heterogeneity.
Note that PV modes are also excluded upon completing this
step, meaning that only waves are considered as possible non-
turbulent motions. The second step is to compare the energy
distribution across scales during two subsets of the resulting
periods, one with unstable stratification to represent solely
turbulent motions and the other with stable stratification to
represent a mixture of turbulent and nonturbulent motions.
This approach of separating periods is appropriate for flow
fields controlled by only mean shear and stratification. For
statically unstable conditions, both shear and stratification
contribute to instability development, and therefore, solely
turbulent motions are expected. For statically stable conditions,
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stratification suppresses the growth of instabilities generated
by shear, and therefore, a mixture of turbulence and possible
internal gravity waves is expected. The difference in energy
distribution between these two subsets of periods is consid-
ered as signals of nonturbulent motions caused by stable strat-
ification. Because quantifying the energy distribution across
scales requires resolving energy-containing motions in both
space and time, the preferred data are high-frequency time
series of velocity fluctuations collected using arrays of sonic
anemometers. This data preference narrows down the scope
of this work to near-surface flows. The last step is to verify
whether the obtained signals of nonturbulent motions caused
by stable stratification are consistent with theoretical under-
standing and evidence from contemporary data collected
using other instruments.

The subsequent sections of this paper are organized as
follows. Section 2 selects the field observational data and
describes the analysis procedures. Section 3 presents results
in two parts: 1) discusses the identified periods of statistically
stationary and horizontally homogeneous mean flows and
2) discusses the statistical signals of nonturbulent motions
caused by stable stratification in comparison with statistics
of solely turbulent motions. Conclusions and implications
for future LES of stable ABLs are given in section 4.

2. Field observational data and analysis procedures
a. Selection of field observational data

We select the field observational dataset according to the
objective of identifying statistical signals of nonturbulent mo-
tions caused by stable stratification and the three major steps
to achieve this objective. First, to obtain periods of horizon-
tally homogeneous mean flows, the experimental site needs to
be above flat terrain and horizontally homogeneous rough-
ness elements. Second, to compare periods of solely turbulent
motions to those involving internal gravity waves, the data
collection needs to cover a wide range of both unstable and
stable conditions. Third, to calculate statistics across energy-
containing scales in both space and time, the sensor deployment
needs to include spatial sampling at high frequency. Last, to
examine the identified signals of nonturbulent motions, the
experiment needs to collect evidence of near-surface internal
gravity waves using other instruments. All four requirements
were satisfied during the Canopy Horizontal Array Turbulence
Study (CHATS; Patton et al. 2011; UCAR/NCAR-Earth
Observing Laboratory 2011), during which a total of 31 Campbell
Scientific CSAT3 sonic anemometers were deployed on a hori-
zontal array and on a 30-m tower, and an aerosol backscatter lidar
was also deployed (see Fig. 1). The already published nighttime
canopy-scale wave dynamics derived from aerosol backscatter
lidar data (Mayor 2017) are an important advantage of select-
ing CHATS, especially for evaluation purposes, compared to
other field campaigns which were also equipped with arrays of
sonic anemometers.

CHATS took place in an 800 m X 800 m walnut orchard
field in Dixon, California, during March-June 2007. In a
nearly flat and horizontally homogeneous terrain, the orchard
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FIG. 1. Sensor deployment during CHATS: (left) the experimental site [map adopted from Patton et al. (2011)],
(top right) the 30-m tower located at 116 m north of the horizontal array (photo taken during the foliated phase), and
(bottom right) the horizontal array in the wide—high configuration with CSAT3 sonic anemometers t1-t9 on the top
beam and b1-b9 on the bottom beam (photo taken during the defoliated phase). The aerosol backscatter lidar anno-

tated as “NCAR REAL” was located 1.61 km north of the 30-m tower (Mayor 2010).

trees were approximately 10-m tall and spaced approximately
every 7 m in both zonal (i.e., west—east) and meridional (i.e.,
south—north) directions. During CHATS, the stability param-
eter at canopy top (h/%, where h = 10 m is the canopy height
and Z is the Obukhov length) ranged from below -0.2 to
above 0.6 [reported by Dupont and Patton (2012), i.e., suffi-
ciently wide]. A 30-m tower was located near the northern-
most border of the orchard field, and a horizontal array was
located 116 m south of the tower. The tower and the array
center were located within the same row of trees. A total of
13 sonic anemometers were deployed facing west on the
tower, at heights of 1.5, 3, 4.5, 6, 7.5, 9, 10, 11, 12.5, 14, 18,
23, and 29 m. Another 18 sonic anemometers were deployed
facing south on the array that consisted of two horizontal
beams separated vertically by 1 m. The height of the top
beam was 3 m during the “low configuration” periods, 5.9 m
during the “middle configuration” periods, and 10.6 m dur-
ing the “high configuration” periods. On each of the beams,
nine sonic anemometers were mounted and spaced equally
in the zonal direction. The zonal spacing between two adja-
cent sensors was 0.5 m during the “narrow configuration”
periods and 1.72 m during the “wide configuration” periods.

All 31 CSAT3 sonic anemometers were operated at a fre-
quency of 60 Hz sampling three velocity components and
virtual temperature. For mean wind directions between 90°
and 270° (hereafter referred to as “southerly mean wind”),
the orchard canopy fetch was considered as ample for most
of the sonic anemometers, except perhaps for the upper-
most sensors on the tower during the most stably stratified
periods (Patton et al. 2011). When interpreting CHATS data,
one needs to be aware that the horizontal spatial correlations
of flow properties measured by these sonic anemometers
may not vanish with increasing averaging time owing to the
spatially organized tree distribution (i.e., dispersive motions;
Raupach and Shaw 1982).

Of the various CHATS array configurations, the “wide—
high configuration” is most suitable for investigating statistical
signals of nonturbulent motions caused by stable stratifica-
tion. The high configuration is selected because the influences
of a stable stratification are likely the strongest near the can-
opy top, as suggested by CHATS data showing that absolute
heat flux values increase with increasing height within the can-
opy (Dupont and Patton 2012). Other forest observational
data also show that nighttime wavelike motions are most clear
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FIG. 2. A summary of data analysis procedures. The first stage (in boxes with thin boarder
lines) is described in detail in appendix A. The second stage (in boxes with thick boarder lines) is

the focus of the current section 2b.

near the canopy top (e.g., visually inspected by Lee 1997).
The wide configuration is selected to maximize the range of
available sensor separation in horizontal directions. CHATS
consisted of a defoliated phase (15 March-13 April, before
leaf-out) and a foliated phase (13 May-12 June, after leaf-
out). The wide-high configuration periods took place between
0300 UTC 1 April and 1755 UTC 4 April during the defoli-
ated phase and between 0000 UTC 13 May and 1609 UTC 17
May during the foliated phase.

b. Analysis procedures

Figure 2 summarizes the data analysis procedures, which can
be separated into two major stages: (i) identifying periods
of statistically stationary, horizontally homogeneous, approxi-
mately two-dimensional (2D) mean flows, and (ii) calculating
velocity statistics and examining whether they capture signals
of nonturbulent motions caused by stable stratification. The
first stage relies on application of a flow-dependent, multi-
sensor stationarity analysis technique version 2 [MSATV2;
developed by Pan and Patton (2020)], whose procedures
are described in detail in appendix A. The second stage
(annotated using thick box lines in Fig. 2) is the focus

of this subsection. Specifically, what statistics of what ve-
locity components in what coordinate system should we
investigate?

1) COORDINATE SYSTEM CHOICE

The behaviors of approximately 2D near-surface flows are
preferred to be investigated in a coordinate system that aligns
with the mean wind owing to horizontal anisotropy induced
by mean shear. In reality, near-surface mean flows are never
perfectly 2D, and time-averaged statistics near the canopy top
are not fully exempted from dispersive motions (Raupach and
Shaw 1982). Therefore, a perfect definition of the mean wind
direction across all sensor locations is unavailable. Instead of
debating what combination of data collected using what
groups of sensors yields the best definition, we need only a
practically appropriate estimate of the mean wind direction
that does not lead to incorrect interpretation of results. In this
work, we estimate the mean wind direction using data col-
lected by the sensor at the canopy top on the 30-m tower and
then examine the appropriateness of such choice by investi-
gating the influence of associated uncertainties on major con-
clusions (see discussion in section 4a).
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2) VELOCITY COMPONENTS OF INTEREST

In a stably stratified shear flow, buoyancy acts against the
role of shear in amplifying a vertical displacement of an air
parcel and therefore directly affects distribution of energy car-
ried by vertical velocity fluctuations (w’). However, measure-
ments of w’ are highly sensitive to possible sonic tilts, whose
correction angles cannot be estimated accurately [e.g., sensitive
to averaging time scales, as reported by Vickers and Mahrt
(2006a)]. The uncertainties associated with sonic tilts can be sub-
stantially reduced if statistics of horizontal velocity fluctuations
are capable of capturing the influence of stable stratification.
Under assumptions that the flow is Boussinesq, statistically sta-
tionary, horizontally homogeneous, and of large Reynolds and
Rossby numbers, the Reynolds-averaged momentum equations
in a mean wind coordinate system become (see the original
Boussinesq equations in Pan and Patton (2017), their section 3a)

au'w’ lap —
=% 1
9z Py 0x T @
vw =0, 2)
9 (dp) _

Here u, v, and w are the velocity components in streamwise
(x), spanwise (y), and vertical (z) directions, respectively, po is
the hydrostatic air density, p is the pressure perturbation with
respect to its hydrostatic state, and f, is a force term repre-
senting both the form and viscous drag exerted by canopy
elements on the flow. An overbar represents the Reynolds
average (also known as an ensemble average), which—under
the ergodic hypothesis—can be approximated using time aver-
ages over a sufficiently long statistically stationary period. A
prime (') represents fluctuation with respect to Reynolds-
averaged values. The combination of (1) and (3) suggests
negative u’w’ at the canopy top, meaning that u’ and w’ are
negatively correlated. This negative correlation is also sup-
ported by previous observations of approximately 180° phase
angle differences between «’ and w’ in nighttime wavelike
motions above forest canopy [see Fig. 5 in Lee (1997)]. Thus,
one should expect signals of nonturbulent motions caused by
stable stratification in u’ statistics as well as in w” statistics. On
the other hand, (2) suggests that v' and w’ are uncorrelated,
implying that v’ statistics are not expected to contain signals
of nonturbulent motions produced by stable stratification. Such
expectations are supported by aerosol backscatter lidar data
collected during CHATS, which suggest that nighttime wave-
like motions near the canopy top propagate along mean wind
directions (Mayor 2017). In summary, a statistical measure ca-
pable of capturing nonturbulent motions caused by stable
stratification is expected to show unique behaviors for «’, but
not for v/, under stable conditions compared to their behav-
iors under unstable conditions.

3) STATISTICS OF INTEREST

The role of nonturbulent motions in modifying the energy dis-
tribution across scales implies that their characteristic scales
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are likely different from those of solely turbulent motions.
For turbulence, motions on the integral length scale are char-
acterized by the integral time scale, while motions on increas-
ingly small length scales are characterized by increasingly
small time scales. In the presence of stable stratification, mo-
tions on length scales heavily influenced by the stratification
should be characterized by the period of internal gravity waves.
To capture this change in the space-time relationships, we
need statistics carrying both spatial and temporal information.
Knowing that the characteristic scales influence both covari-
ance and coherence, we propose to investigate two candidates
defined below: (i) the cumulative integrals of Fourier cospectra
of fluctuations at separated locations and (ii) the spatial auto-
correlations of time-block-averaged fluctuations.

(i) Cumulative integrals of Fourier cospectra

Given a horizontal separation (r) in a horizontally homoge-
neous flow, two-point statistics become independent of the
horizontal location (x). The Fourier cospectrum, Cogq(r; f),
represents the contributions of motions at frequency f to the
covariance, ¢'(x, £)¢’(x +r, t), where ¢ is an arbitrary flow
variable and 7 is the time. Here, an overbar represents an en-
semble average, and a superscript prime represents a fluctua-
tion with respect to the ensemble-averaged value. Practically,
Coye(r; f) plotted against f on a logarithmic scale consists of
strongly scattered data points at the high-frequency end. With
frequency-smoothing embedded, the cumulative integral

f
041 )= [ Copy: £ 4)

provides convenient visual inspection of the contribution of
motions at frequencies of f or larger to the two-point covari-
ance (Oncley et al. 1996). Note that ¢'(x, £)¢’'(x +r, t) can
also be called a correlation and O 4(r; f) can also be called
the ogive of correlations.

(ii) Spatial autocorrelations of time-block-averaged fluctuations
Averaging a flow variable ¢ over time blocks of Az yields

1 1+ At
A ¢dt, (%)
t

d(x, t; Af) =

where t =0, At, 2At,...,.7 — At and .7 is the duration of a
statistically stationary period. The fluctuation ¢”(x,t; At) =
$(x, 1; Ar) — $(x) represents the contribution of motions on
time scales of At and larger to the total fluctuation ¢’(x, t; Ar) =
¢(x, £) — ¢(x). Given a horizontal separation (r) in a hori-
zontally homogeneous flow, the spatial autocorrelation of
time-block-averaged fluctuations is defined as

&' (x, t; AD)d" (x + 1, t; At)
(Td)(X; Az)(rd)(x +1; Ar)

R d)(b(r; Ar) = ) (6)

where the standard deviation of time-block-averaged fluctua-
tions at a single location is defined as

o, (x; A1) = [¢7(x. s A" (x. 1 Ap)]"2. @)
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TABLE 1. Stationary south-wind periods determined using tower data during CHATS’ defoliated phase with wide-high configuration,
by applying MSATV2 to two continuous data-collecting periods: (i) from 2212 UTC 31 Mar to 0121 UTC 3 Apr and (ii) from 0124 UTC
3 Apr to 1651 UTC 5 Apr. Periods D.a-D.e are determined using 6t = 3 min with a = 0.25, while periods D.f-D.h are determined using
8t = 6 min with « = 0.40. This table is adopted from Pan and Patton (2020), with necessary modifications to show statistics
of interested in this work. For each period, a time average over the entire duration is used to approximate ensemble average.
All statistics are computed at the canopy top (z/h = 1, where & = 10 m is the canopy height). The friction velocity is given
by u, = [@w)* + @w')*]". The stability regimes are defined following Dupont and Patton (2012): free convection (FrC,
=20 = h/L <-0.2), forced convection (FoC, —0.2 =< h/L <—0.01), near neutral (NN, —0.01 = h/L£ < 0.02), transition to stable (TS,
0.02 = h/L < 0.6), and stable (S, 0.6 = h/L < 20). Here, £ = u3/[x(g/0)w’ 0] is the Obukhov length, k = 0.4 is the von K4rméan constant,
g = 9.81 m s~ % is the gravitational acceleration, and 6 is the virtual potential temperature.

No. of Mean wind Friction  Stability Nonstationary

stationary speed #,, Mean wind velocity u, parameter Stability — event at At At
Period Time intervals (ms') direction (°) (msh) hiL regime array location e e (s) (5)
D.a  1700-1742 UTC 1 Apr 1 14 140.9 0.32 -0498 FrC Unknown 0.11 029 180 120
Db 1757-1836 UTC 1 Apr 1 1.0 162.6 0.28 -0.993 FrC Unknown 0.13 0.12 117 156
D.c  0003-0100 UTC 2 Apr 7 2.7 217.8 0.74 —0.044 FoC  Yes 0.06 0.13 171 475
D.d 0018-0051 4 Apr 1 2.4 196.7 0.62 —0.059 FoC No 0.12 0.18 792 110
D.e 0642-0721 UTC 4 Apr 1 22 198.6 0.45 0.016 NN No 0.08 0.15 97.5 292.5
D.f 2230 UTC 31 Mar- 2 31 209.8 0.72 —0.057 FoC  Unknown 0.04 0.05 180 1296

0018 UTC 1 Apr

D.g 20482248 1 Apr 1 1.1 179.5 0.39 -0438 FrC No 0.12 0.16 400 480
D.h  2106-2342 UTC 3 Apr 5 1.6 190.6 0.54 -0232  FrC No 0.08 0.11 468 520

Physically, Ry4(r; Af) represents the contribution of motions
at a time scale At¢ and larger to the coherence of fluctuations
at two points.

3. Results

a. Periods of statistically stationary, horizontally
homogeneous, approximately 2D mean flows

In this subsection, we present results from the first stage of
the analysis procedures. As shown in Fig. 2, this stage consists
of four key steps: (i) identifying periods with stationary mean
wind across all 13 heights on the 30-m tower, (ii) examining
the presence of nonstationary events across all 18 sensors on the
horizontal array, (iii) selecting only periods with southerly mean
wind (i.e., winds from between 90° and 270°, see section 2a), and
(iv) retaining periods with approximately 2D mean wind field.
With the mean wind direction estimated using data collected by
the sensor at the canopy top on the tower [see section 2b(1)],
one can switch the sequence of steps ii and iii. Here, we first
show results of stationary periods identified at the tower location
associated with southerly mean wind (i.e., by completing steps
i and iii) and then examine each of these periods for nonstation-
ary events at the array location (i.e., step ii) and the spatial varia-
tions of mean wind directions (i.e., step iv).

To determine stationary periods using MSATV2 (see detailed
explanation in appendix A), one needs to optimize key pa-
rameters for the specific scientific question of interest. In this
work, it is desirable for the stationary periods to cover a wide
range of stability conditions (as one of the four criteria of
selecting field observational data) with southerly mean winds
(to guarantee ample fetch of the orchard canopy during
CHATS). These requirements are consistent with those in
Pan and Patton (2020), whose parameter optimization strat-
egy was as follows: Given an averaging time block (6¢) used to

obtain MSATV2 inputs, an optimal choice of the significance
level («) for the reverse arrangement test (RAT; Kendall et al.
1979) should yield a maximum number of reliable stationary
periods associated with southerly mean winds (referred to as
“stationary south-wind periods”). The same strategy of opti-
mizing 6t and « is used here.

Table 1 shows stationary south-wind periods identified by
Pan and Patton (2020) using tower data during CHATS’ defo-
liated phase with wide-high configuration. Employing 6 = 3 min
yields a maximum of five stationary south-wind periods with
a = 025 (D.a-D.e), while employing 6 = 6 min yields a maxi-
mum of three stationary south-wind periods with o = 0.40
(D.f-D.h). Similar analysis is now conducted using tower data
during CHATS’ foliated phase with wide-high configuration.
Employing 6 = 3 min yields a maximum of 12 stationary south-
wind periods with & = 0.15, while employing 6t = 6 min yields a
maximum of eight stationary south-wind periods with a = 0.15
(Table 2). Among these stationary south-wind periods found in
the tower data, applying MSATV2 to the array data identifies
nonstationary events during periods D.c and F.i. As explained
in appendix B, these nonstationary events occurring at the array
location while the flow at the tower location is deemed station-
ary appear like the tails of associated dynamic transitions.

Before moving on to the last step of examining mean wind
directions, we need to explain why optimal « values for a
given 6t are obtained separately for defoliated and foliated
phases. The substantially different climatological and canopy
structure conditions between early April and mid-May sug-
gest that enforcing a uniform optimal « value for both periods
is potentially inappropriate. First, no rain occurred during
28 March-8 April while irrigation did not start until 13 April,
suggesting that the soil was rather dry during early April.
On the contrary, a number of rain events occurred during
9-22 April and irrigation was performed during 16-18 May,
suggesting that the soil was relatively wet during mid-May.

Unauthenticated | Downloaded 05/28/25 07:57 PM UTC



JUNE 2025

PAN ET AL.

1079

TABLE 2. As in Table 1, but for stationary south-wind periods determined using tower data during CHATS’ foliated phase with
wide-high configuration, by applying MSATV2 to three continuous data-collecting periods: (i) from 2233 UTC 13 May to 1900 UTC 14
May, (ii) from 2000 UTC 14 May to 1839 UTC 15 May, and (iii) from 1842 UTC 15 May to 1827 UTC 17 May. Periods F.a-F.l are
determined using 6¢ = 3 min with a = 0.15, while periods F.m-F.t are determined using 6t = 6 min with a = 0.15.

No. of Mean wind

Friction  Stability Nonstationary

stationary speed #, Mean wind velocity u, parameter Stability event at array Atey Ate,
Period Time intervals  (m s_l) direction (°) (m s_l) hiC regime location e esmr (s)  (s)
F.a 0736-0812 UTC 15 May 1 1.2 185.9 0.37 0.074 TS Unknown 0.06 0.05 54 54
F.b 1842-1915 UTC 15 May 1 1.4 185.3 0.59 -0.101  FoC No 0.14 0.09 264 413
F.c 2209-2303 UTC 15 May 4 1.8 198.4 0.73 —-0.027 FoC No 0.12 0.06 45 45
F.d 2354 15 May-0024 16 May 1 1.9 205.7 0.76 —-0.009 NN No 0.08 0.06 45 333
F.e 0024-0106 UTC 16 May 2 2.0 201.7 0.86 -0.022  FoC No 0.06 0.06 60 233
F.f 0109-0151 UTC 16 May 3 2.3 197.2 0.89 —0.006 NN No 0.06 0.06 56 263
F.g 0221-0342 UTC 16 May 4 2.4 204.6 0.86 0.007 NN No 0.04 0.04 97.2 36
F.h 0354-0424 UTC 16 May 1 2.2 197.4 0.78 0.009 NN No 0.05 0.05 40 24
Fi 0600-0630 UTC 16 May 1 1.3 190.2 0.39 0.069 TS Yes 0.07 0.05 60 30
Fj 0106-0139 UTC 17 May 1 1.4 181.7 0.56 0.010 NN No 0.10 0.07 45 33
F.k 0300-0342 UTC 17 May 1 1.6 193.4 0.51 0.050 TS No 0.05 0.06 52.5 21
F.l 0533-0609 UTC 17 May 3 1.2 187.2 0.38 0.074 TS No 0.05 0.06 52.5 2625
Fm  0654—0806 UTC 15 May 1 1.2 186.1 0.36 0.084 TS Unknown 0.04 0.04 90 67.5
F.n 1536-1748 UTC 15 May 22 0.7 211.7 0.36 -0.313 FrC Unknown 0.07 0.11 396 247.5
F.o 1854-2024 UTC 15 May 5 1.6 185.0 0.67 -0.084  FoC No 0.06 0.06 108 112.5
Fp 2212-2312 UTC 15 May 1 1.9 199.1 0.72 —-0.026  FoC No 0.10 0.06 72 45
Fq 2318 UTC 15 May- 1 2.0 205.0 0.77 -0.011 FoC No 0.04 0.04 108 54

0030 UTC 16 May

Fr 0218-0336 UTC 16 May 3 2.4 204.5 0.86 0.007 NN No 0.05 0.04 78 36
F.s 0606-0724 UTC 16 May 1 1.1 186.4 0.37 0.073 TS No 0.05 0.04 97.5 1733
F.t 0700-0930 UTC 17 May 1 1.1 185.0 0.36 0.087 TS No 0.03 0.03 450 562.5

An increase in soil moisture implies a reduction in Bowen
ratio (i.e., decrease in sensible and increase in latent heat
flux). Second, the presence of leaves may further decrease
the Bowen ratio through transpiration, causing a reduction
in buoyancy-dominated stability conditions in mid-May com-
pared to early April. Third, the presence of leaves may also
increase the bulk drag coefficient (defined as u?/u?) and
therefore increase the canopy-top mean shear for a given
mean wind speed, producing more shear-dominated stability
conditions. Here, values of friction velocity (u,) and canopy-
top mean wind speed (i,, where 7 = 10 m is the canopy
height) are presented in Tables 1 and 2. Results obtained dur-
ing stationary south-wind periods for near-neutral (NN) con-
ditions suggest that u2/ii estimates increase from 0.04 during
the defoliated phase to 0.12-0.16 during the foliated phase.
Last, the reduction in buoyancy-dominated stability condi-
tions and the increase in shear-dominated stability conditions
are also evident from the dominant stability regimes associ-
ated with stationary south-wind periods, which change from
mostly free convection (FrC) and forced convection (FoC)
during the defoliated phase (Table 1) to often NN and transi-
tion to stable (TS) during the foliated phase (Table 2).

We now perform the last step of this subsection: examining
whether the mean wind field is approximately 2D during each
stationary south-wind period. First of all, the Rossby number
at the canopy top is on the order of 10° during each of the
periods in Tables 1 and 2, consistent with the assumption
made in section 2b(2) to ignore Coriolis force. To reduce the
complexities caused by dispersive motions, we exclude data

measured on the bottom beam of the array (i.e., right below
the canopy top) from the comparison of mean wind direc-
tions at different horizontal locations. In other words, we
only compare mean wind directions measured on the top beam
of the array (i.e., right above the canopy top) and at the canopy
top on the tower, where dispersive motions should be less
prevalent. This comparison does not include periods D.f and
F.a, during which data collections on the top beam of the
array were discontinuous. Results presented in Table 3 show
that D.b is the only period reporting substantial differences
(>20°) in mean wind directions between array and tower loca-
tions. The apparently 3D mean flow during period D.b is also
supported by Pan and Patton (2020) reporting large variation
of mean wind directions with height at the tower location
(which cannot be explained by Coriolis force given the
Rossby number on the order of 10*). During each of the other
periods, the mean wind direction measured by each sensor on
the top beam of the array differs from that measured by the
canopy-top sensor on the tower by less than 8°, and therefore,
the mean flow can be considered as approximately 2D. The
weak variation of mean wind directions with height at the tower
location (not shown here) further confirms that the mean flow
during each of these periods is approximately 2D.

b. Statistical signals of nonturbulent motions caused by
stable stratification

In this subsection, we calculate statistics that carry both
spatial and temporal information using measurements of
streamwise and spanwise velocity components. Applying the
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TABLE 3. Differences between mean wind directions measured by each sensor on the top beam of the array (t1-t9 in Fig. 1) and that
measured at the canopy top on the tower during each period in Tables 1 and 2 (except for periods D.f and F.a).

Period t1 2 t3 t4 t5 t6 t7 t8 t9
D.a 2.5 -0.1 1.6 13 0.7 -0.3 1.1 0.2 2.8
D.b —25.7 —27.3 —27.5 —26.7 —39.2 —26.1 —23.8 —24.6 —21.2
D.c -23 —4.7 -1.4 -11 —0.04 -0.9 -0.3 =29 -12
Dd -1.0 =37 -1.6 -1.4 -0.5 -13 -0.4 -2.4 -1.0
D.e 1.5 -0.9 1.9 2.4 33 2.6 3.7 1.6 3.6
D.g =70 =79 =79 —6.5 =55 =51 -33 =59 -3.5
D.h 2.5 0.5 2.0 31 4.7 5.2 6.0 35 4.8
F.b 0.1 -1.9 1.1 1.1 1.5 35 5.0 -0.7 3.0
F.c 33 2.0 2.2 2.7 5.0 4.7 4.9 1.3 4.7
Fd 6.8 5.5 6.6 5.8 7.7 6.6 5.8 2.4 5.9
F.e 35 2.7 33 31 5.9 5.0 5.4 1.9 5.7
F.f 2.7 22 32 4.3 6.2 4.6 5.1 2.4 5.8
Fg 1.8 2.1 1.7 1.8 4.8 22 2.5 —0.02 3.7
F.h 3.9 32 2.4 33 5.7 41 43 2.0 4.9
F.i —0.8 0.3 0.7 0.9 3.0 1.4 22 —0.6 2.0
Fj 5.0 32 35 4.2 3.6 42 5.5 -1.0 2.8
Fk 2.0 2.4 1.6 1.9 3.7 1.8 35 1.7 5.7
Fl -0.8 -0.2 -0.9 0.2 1.3 -0.5 0.8 -2.6 0.4
F.m 0.4 1.2 0.4 1.7 3.4 1.0 2.1 -0.7 2.8
F.n 49 -12 33 1.9 3.6 6.2 5.9 1.5 4.7
F.o 0.4 -2.0 -1.8 -0.9 -1.2 0.2 2.1 -34 -0.2
Fp 1.5 0.2 0.2 1.1 3.6 35 3.6 0.1 3.9
F.q 5.7 4.3 5.0 4.7 6.8 5.9 5.7 2.1 59
Fr 21 2.3 2.0 22 5.1 2.5 2.8 0.2 3.9
Fs -0.7 0.3 -0.1 1.0 1.6 —0.9 0.3 -2.6 0.4
F.t -0.6 0.01 -0.5 1.1 1.5 -0.3 0.8 -2.0 0.8

first statistical candidate to the data [i.e., cumulative integrals
of Fourier cospectra of fluctuations at separated locations,
defined in section 2b(3)(i)] reveals no unique behavior under
stable conditions for either u or v compared to unstable con-
ditions (see in the online supplemental material). These results
indicate that nonturbulent motions caused by stable stratifica-
tion are not identified by this technique and are therefore not
shown here. Results from applying the second statistical candi-
date [the spatial autocorrelations of time-block-averaged fluc-
tuations, defined in section 2b(3)(ii)] show unique behaviors
under stable conditions for u, but not for v, compared to their
behaviors under unstable conditions. These results are consistent
with the anticipated signals of nonturbulent motions caused by
stable stratification [explained in section 2b(2)] and are therefore
discussed below in detail.

1) OBSERVING THE BEHAVIORS OF R4, (1; Af)

Before interpreting results of Ry, (r; At), it is important to
mention that these results are meaningful only when the de-
nominator in (6), o4(x; Ar) o4(x + r; Af), remains well above
the uncertainty of estimating the variance, ¢'¢’. Using a time
average to approximate, an ensemble average involves un-
certainty caused by potentially biased samples of possible
realizations, known as “random error” (Lumley and Panofsky
1964),

27,

q

_ _ Ty [Tee
ey o \ 7 (8)

where T 5o is the integral time scale of ¢’¢’. Practically, we
consider Rq(r; Af) estimates meaningful up to a critical aver-
aging time block, At g, at which [o,(x; AN/’ ¢’ drops to
twice of e-—. The values of e and e, as well as the corre-
sponding At., and At , are presented in Tables 1 and 2. Given
a maximum of 562.5 s (=10 min) across all At., and Af.,
values, R, (r; Af) and R, (r; Ar) results are calculated for each
possible value of Ar = 10 min that is (i) divisible by the
sampling interval (1/60 s) and (ii) a factor of .7". These spatial
autocorrelation results are presented in Figs. 3-6 that are
organized by stability regimes. Given an r value, the depen-
dence of R,,(r; Af) and R,,(r; Af) on Af remains smooth at
At smaller than integral time scales, but fluctuates strongly at
At larger than integral time scales. The most profound fluctua-
tions occur at At > At (annotated by gray-shaded areas),
confirming the necessity to focus on meaningful results at
At > At g,

With Ar — 0, all values of R,,(r; Af) are positive or near
zero, while some values of R,,,(r; Af) can become more negative
than —0.05 (referred as “statistically significantly negative”).
With a positive value at Ar — 0, the spatial autocorrelation
increases with increasing A¢ until approaching or exceeding
At. . With a statistically significant negative value at At — 0,
the spatial autocorrelation decreases with increasing At until
reaching a minimum and then increases with increasing Ar. Be-
cause the statistically significant negative values occur for
only R,,(r; Af) but not R,,(r; At), we are particularly inter-
ested in the space-time relationships revealed by the
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FIG. 3. (a)-(h) The spatial autocorrelations of time-block-averaged streamwise and spanwise velocity fluctuations [R,,,(r; Af) (odd col-
umns) and R,,,(r; A7) (even columns), respectively] during FrC periods. Curves of various colors represent correlations between two sensors
separated by various distances. The gray shaded areas annotate results calculated with Ar > At, ,,, which involve too large uncertainty consid-
ering the random error in velocity variance estimates for autocorrelation results to be meaningful. Horizontal dotted lines annotate
correlation values of 0 and 1/e, respectively. Vertical dotted lines represent integral time scales (7) observed using the canopy-top
tower sensor, estimated by identifying the e-folding time lag (red) and integrating the autocorrelation up to the first zero crossing
(black). The number of red or black vertical dotted lines in each panel corresponds to the number of stationary intervals for each sta-

tionary period (provided in Tables 1 and 2). When red and black
the front are visible [e.g., (c) and (d)].

associated nonmonotonic variation of R,,,(r; Af) with Ar and
the potential connections to nonturbulent motions. At a me-
ridional separation distance of 116 m (i.e., between the array
and tower locations), R, (r; At — 0) < —0.05 occurs only dur-
ing period D.c (black solid curves in Fig. 4g), which is one of
the two periods known for the presence of nonstationary
events at the array location. Therefore, the unique behavior
of R,,(r = 116 m meridional; Ar) during period D.c is likely
caused by nonstationarity rather than nonturbulent motions.
At a zonal separation distance of 13.76 m (i.e., between sen-
sors t1 and t9 on the array), R,,(r; At - 0) < —0.05 occurs
during most periods characterized by h/.Z > 0 (red solid lines
in Figs. Sm and 6¢,e,g k). During the NN period D.e (Fig. 5m),
R, (r = 1376 m zonal; Af) becomes increasingly negative

vertical dotted lines are collocated, only red vertical dotted lines at

until reaching a minimum at approximately the integral
time scales. During TS periods (Fig. 6), R,,(r = 13.76 m
zonal; Ar) becomes increasingly negative until reaching a
minimum at approximately half of a buoyancy period,
which is typically an order of magnitude larger than integral
time scales. Such substantial change of the behavior of
R, (r = 13.76 m zonal; Ar) with stability conditions is unique,
which may be signs of nonturbulent motions caused by stable
stratification.

2) EXAMINING THE THEORETICAL BASE OF POTENTIAL
SIGNALS OF NONTURBULENT MOTIONS

Because Ryq(r; Af) measures the coherence of flows, we
examine the physical base of the nonturbulent motion signatures
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FIG. 4. The spatial autocorrelations of time-block-averaged streamwise and spanwise velocity fluctuations [R,,,(r; Af) (odd columns) and
R,,(r; A?) (even columns), respectively] during FoC periods. Refer to Fig. 3 for representation of lines and symbols.
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suggested above using two theoretical understanding compo-
nents: (i) coherent structures in neutral canopy flows [to under-
stand the behavior of R,,(r; Af) during the NN period D.e] and
(ii) the influence of stable stratification on coherent structures
[to understand the behavior of R, (r; Af) during TS periods].
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FIG. 5. The spatial autocorrelations of time-block-averaged
streamwise and spanwise velocity fluctuations [R,,(r; Af) (odd
columns) and R,,(r; Af) (even columns), respectively] during
NN periods. Refer to Fig. 3 for representation of lines and
symbols.

(i) Coherent structures in neutral canopy flows

Turbulence in a tall canopy’s vicinity is dominated by orga-
nized motions (or coherent structures; e.g., Denmead and
Bradley 1985; Gao et al. 1989; Hogstrom et al. 1989; Shaw
et al. 1995, among numerous others). Finnigan et al. (2009)
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FIG. 6. The spatial autocorrelations of time-block-averaged streamwise and spanwise velocity fluctuations [R,,(r; Ar) (odd columns) and
R,,(r; Ar) (even columns), respectively] during TS periods. In addition to representation of lines and symbols in Fig. 3, magenta vertical
dashed—dotted lines annotate half of a buoyancy period. The buoyancy period is given by 27/N, where values of buoyancy frequency (N)

are presented in Table 4.

used a novel composite averaging strategy to demonstrate
from canopy-resolving LES that 3D canopy-scale coherent
structures generally appear as superposed pairs of head-up
and head-down hairpins [an updated version of the schematic
diagram was provided by Patton and Finnigan (2013), Fig. 24.10].
The legs of such hairpins are streamwise-oriented vortical
structures, which induce negative autocorrelations between
w’ at opposite spanwise locations with respect to the vortex
cores. On average, the spanwise separation distances (r) asso-
ciated with negative correlations of w’ are between half and
one width of those hairpin legs. Because ©’ and w’ are strongly
correlated near the canopy top, negative autocorrelations of
w’ lead to negative autocorrelations of ¢’ at such spanwise r. As
the value of R,,(r; At — 0) varies from 1 at r = 0 to a negative

value at some spanwise r, one expects a positive-to-negative
transition of R, (r; At — 0) at a spanwise r comparable to the
average spanwise location of those vortex cores with respect
to the hairpin centerline. Given a mean wind direction of
198.6° during period D.e, the zonal direction is closely aligned
with the spanwise direction, and the positive-to-negative transi-
tion of R,,(r; At — 0) at a zonal separation distance of 10.32 m
(approximately one canopy height, represented by olive col-
ored curves in Fig. 5Sm) is consistent with previously reported
spanwise locations of vortex cores [approximately 1.1 canopy
heights from the hairpin centerline, suggested by LES results
of Finnigan et al. (2009)] and positive-to-negative transitions
of R, (r; At - 0) [at spanwise r of about 1.5 canopy heights,
suggested by wind-tunnel data of Shaw et al. (1995) and LES
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TABLE 4. Parameters estimated by performing a linear
stability analysis of K-H instability development during TS
periods shown in Fig. 6. The buoyancy frequency is calculated

as N = [(g/@v)(A_Ov/Az)]]/z, where Az = 1 m is the difference
between 10- and 11-m heights.

Period A% (ms™1) N(h kye (m™h) Ave (m)
Fi 0.49 0.13 0.15 43
Fk 0.51 0.11 0.08 75
Fl 0.53 0.15 0.15 41
F.m 0.53 0.14 0.13 49
F.s 0.51 0.13 0.14 45
F.t 0.52 0.15 0.18 36

results of Su et al. (2000)]. Here, we have made the connec-
tion between negative R, (r = 13.76 m zonal; A¢) during the
NN period D.e to energy-containing coherent structures near
the canopy top, which are characterized by integral length
scales. For solely turbulent motions, motions on integral length
scales are characterized by integral time scales, and the charac-
teristic time scales of motions increase with their characteristic
length scales. Thus, averaging fluctuations over an increasing
At toward the integral time scale means removing an increasing
amount of less-organized, relatively small-scale motions, which
makes the influence of energy-containing coherent structures
more evident, i.e., the negative R, (r = 13.76 m zonal; Af)
becomes increasingly negative. Further increasing At beyond
the integral time scale means averaging an increasing num-
ber of coherent structures, which smooths out the influence
of energy-containing coherent structures decreases, and cor-
respondingly R, (r = 13.76 m zonal; At) becomes less nega-
tive and eventually increasingly positive.

(ii) Influence of stable stratification on coherent structures

In the presence of a stable stratification, the evolution of
coherent structures in an x—z plane can be understood using
the development of Kelvin—-Helmholtz (K-H) instability in a
mixing layer centered at the canopy top. Table 4 presents
parameters estimated by performing a linear stability analysis.
Specifically, a small vertical perturbation is expected to grow
exponentially when the streamwise wavenumber (k,) exceeds
a critical number (Kundu et al. 2015, Chapter 11.3)

_2Ap g
P Au?

ZA?)U g
0, A’

©)

xc

where g = 9.81 m s~ 2 is Earth’s gravitational acceleration, p is
the air density, and 6, is the virtual potential temperature. Be-
cause correlations between data collected on the top beam of
the array (at 10.6-m height) are of primary interest, vertical
variations of physical quantities (represented by A) are esti-
mated as close as possible to the height of 10.6 m by taking
the difference between values measured at 11- and 10-m
heights on the vertical tower.

Based on K-H linear stability analysis, structures with stream-
wise length scales smaller than A,. are dynamically unstable
and will grow until their streamwise length scales become
larger than A, ., which then make them dynamically stable
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and arrests their growth. Consider the dynamical stability of
energy-carrying coherent structures characterized by the lon-
gitudinal integral length scale of the streamwise velocity
component (¢, ,). If A >2¢ ,,then most energy-containing
coherent structures are dynafnically unstable, meaning that
the stable stratification induces only minor impacts on these
structures. If A, >2¢, ,, then a substantial portion of energy-
containing coherent structures are dynamically stable, meaning
that the stable stratification induces significant impacts on these
structures.

Regarding the estimate of £, ; , using the e-folding distance
of R,,(r; At — 0) with r in the zonal direction is inappropriate
because the zonal direction is closely aligned with the spanwise
rather than the streamwise direction. Since direct estimates of
£,, from CHATS data are unavailable, we take the value
from previously published laboratory experiment [Fig. 15
in Shaw et al. (1995), by directly integrating the longitudinal
autocorrelation function] and LES [Fig. 12a in Patton et al.
(2016), by detecting the e-folding distance of longitudinal
autocorrelation function] of neutral canopy flows, where at
canopy top £, ; ~3h. Here, “longitudinal autocorrelation”
refers to the autocorrelation of streamwise velocity compo-
nent between two points separated along the streamwise di-
rection. This estimate of £, ; is fairly robust for neutral
canopy flows with leaf area indices (LAIs) ranging from 0.47
[stalks in the wind-tunnel used by Shaw et al. (1995)] to 2
[forest simulated by Patton et al. (2016)], which should be
reasonable for CHATS with LAIs ranging from 0.7 to 2.5
[reposted by Patton et al. (2011)]. Although the stable stratifi-
cation is expected to reduce the size of coherent structures,
such reduction does not affect the order of ¢, ; because the
zonal separation at which the positive-to-negative transition of
R,,.(r; At - 0) occurs varies only from 10.32 to 8.6 m for periods
available here (i.e., the NN period D.e and the TS periods).

Taking £, ; ~3h =30m, we obtain A, <2{ , during TS
periods F.i, F.1, F.m, F.s, and F.t (when z/ % = 0.069), imply-
ing that most energy-containing coherent structures during
these periods are dynamically stable. These stable structures
propagate as internal gravity waves, where streamwise veloc-
ity fluctuations stay in phase over approximately half of a
buoyancy period. As a result, the most negative R,,,(r = 13.76
m zonal; Ar) occurs at about half of a buoyancy period (red
curves in Figs. 6c,elm,t). For period F.k (z/% =0.05),
A <2¢,,, implying that most energy-containing coherent
structures are dynamically unstable, although a small por-
tion of coherent structures can be dynamically stable. Corre-
spondingly, the most negative R, (r = 13.76 m zonal; Ar)
occurs between the integral time scale and half of a buoy-
ancy period (red curve in Fig. 6a).

In summary, the value of A, relative to 2¢, ; suggests the
stability of the energy-containing coherent structures, which
then determines the location of the most negative R, (r =
13.76 m zonal; At) relative to the integral time scale and half
of a buoyancy period. These results show that the 2D K-H in-
stability development predicts the changes in the behaviors of
R,,(r = 13.76 m zonal; A¢) induced by a transition from NN
to TS conditions reasonably well. Given the clear influence of
stable stratification on the behaviors of R,,,(r; Af) and nothing
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unique in the behaviors of R,,(r; Af), the spatial autocorre-
lations of time-block-averaged fluctuations satisfy the ex-
pectation of a statistical measure capable of identifying
nonturbulent motions caused by stable stratification (as dis-
cussed in section 2b).

3) EVALUATING K-H INSTABILITY PARAMETERS
AGAINST NIGHTTIME WAVE DYNAMICS DERIVED
FROM LIDAR IMAGES

In this subsection, we evaluate parameter values obtained
in Table 4 against nighttime canopy-scale wave dynamics de-
rived from aerosol backscatter lidar images collected during
CHATS (Mayor 2017). Unfortunately, a case-by-case evalua-
tion is unavailable because the aerosol backscatter lidar was
not in operation during five of the six TS periods occurred
[no data from 0330 UTC 15 May to 2100 UTC 19 May, as
reported by Mayor (2010)], and the only TS period during
which lidar images were sampled (F.m from 0654 to 0806 UTC
15 May) does not show any visible canopy-scale waves in lidar
images [i.e., not identified by Mayor (2017)]. The absence of can-
opy-scale waves during period F.m is unsurprising because the
negative R, (r = 13.76 m zonal; Ar — 0) is statistically insignifi-
cant (>—0.05), implying an absence of sufficiently strong super-
posed pairs of head-up and head-down hairpins. Nevertheless,
we can still perform an overall comparison between parameter
values obtained in Table 4 and those presented in Table 1 of
Mayor (2017). Specifically, the buoyancy frequencies (N) rang-
ing from 0.11 to 0.15 s~ in this work agree well with the most
frequently observed wave periods (~27/N) between 40 and 60 s
in Mayor (2017). The critical wavelengths (A,. = 2m/k, ) rang-
ing from 36 to 75 m in this work are within the reported wave-
lengths between 30 and 100 m in Mayor (2017). These results
indicate that parameter values obtained for TS periods in this
work fall within the ranges suggested by lidar images of night-
time canopy-scale wave dynamics.

4. Conclusions

a. Summary of identified statistical signals of
nonturbulent motions caused by stable stratification

In this work, we investigate statistical signals of nonturbu-
lent motions caused by stable stratification as opposed to
solely turbulent motions. The scope focuses on near-surface
flows where arrays of sonic anemometers can be deployed to
resolve energy-containing motions in both space and time.
Data from CHATS are selected for analysis not only because
the deployment included 31 sonic anemometers but also be-
cause of the previously published aerosol backscatter lidar re-
sults of nighttime canopy-scale wave dynamics (Mayor 2017).
Within the CHATS deployment, we select the “wide-high
configuration” periods to investigate flows near the canopy top
(where the influence of stratification is likely the strongest) using
the widest range of horizontal sensor separations available.

The analysis procedures consist of two stages. In the first
stage, we identify periods of statistically stationary, horizontally
homogeneous, approximately 2D mean flows. The purpose of
this stage is to limit the mechanism producing nonturbulent
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motions to stable stratification. The resulting periods are ex-
pected to contain solely turbulent motions for unstable condi-
tions and a mixture of turbulent and internal gravity waves for
stable conditions. Note that these “idealized” periods can also
be used to improve the understanding of canopy flows for a
wide range of stability conditions beyond the scope of this
work.

In the second stage of analysis, we compare statistics carry-
ing both spatial and temporal information during unstable
and stable periods to identify signals of nonturbulent motions
caused by stable stratification. The analysis is performed in a
coordinate system that aligns with the mean wind direction.
Instead of using the vertical velocity fluctuations (w”), which
are directly affected by stable stratification, we use streamwise
and spanwise velocity fluctuations (' and v/, respectively) for
analysis. The purpose of using #’ and v’ is to reduce uncer-
tainties associated with sonic tilts that can contaminate w’. A
derivation of the momentum equation shows that signals of
nonturbulent motions caused by stable stratification are ex-
pected from statistics of u’ that is negatively correlated w’,
but not from statistics of v’ that is uncorrelated with w’. Con-
sequently, a statistical measure capable of identifying nontur-
bulent motions caused by stable stratification is expected to
show unique behaviors for «’, but not for v/, under stable con-
ditions compared to their behaviors under other conditions.
Such expectation is observed from spatial autocorrelations
of time-block-averaged fluctuations, where a transition from
neutral to stable conditions leads to substantial changes in the
behaviors of R, (r; At), but nothing unique in the behaviors of
R, (r; A?).

The physical base of signals of nonturbulent motions identi-
fied from the behaviors of R,,(r; Ar) is examined both theo-
retically and practically. Theoretically, these nonturbulent
motions caused by stable stratification are understood using
existing knowledge of turbulent canopy flows and 2D K-H in-
stability development. At the canopy top, coherent structures
composed of superposed pairs of head-up and head-down
hairpins lead to negative values of R, (r, At — 0) at a zonal
separation distance of 13.76 m. For neutral conditions, the
average interval over which u’ stays in phase is determined by
the average lifetime of turbulent motions (i.e., the integral
time scale), and therefore, R, (r = 13.76 m zonal; Af) reaches
a minimum as At approaches the integral time scale. For sta-
ble conditions, motions on streamwise length scales larger
than a critical wavelength (A,.) are stable, and the associated
u’ stays in phase over half of a buoyancy period. As the strati-
fication increases and the flow becomes sufficiently stable
(z/ % = 0.069), A, becomes shorter than twice of the longi-
tudinal integral length scale of streamwise velocity (¢, ),
making most flux-carrying coherent structures stable. In such
cases, R, (r = 13.76 m zonal; Ar) reaches a minimum as Af
approaches half of a buoyancy period, which is typically an
order of magnitude larger than the integral time scale. Practi-
cally, estimates of A, . and buoyancy periods agree well with
the overall environmental and wave properties during periods
of nighttime canopy-scale waves visually identified from lidar
images (Mayor 2017). The understanding of coherent struc-
tures in canopy flows influenced by stable stratification
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obtained in this work adds to the existing knowledge of stabil-
ity effects on coherent structures obtained for other flows
(e.g., Carper and Porté-Agel 2004; Li and Bou-Zeid 2011;
Harikrishnan et al. 2023).

In addition to the spatial autocorrelations of time-block-
averaged fluctuations, we have also tried other statistics carry-
ing both spatial and temporal information, like the cumulative
integrals of Fourier cospectra of fluctuations at separated
locations. Results of neither O,,,(r; f) nor O,,(r; f) show any
unique behavior under stable conditions, implying no detec-
tion of nonturbulent motions. A key difference between
Oyg(r; f) and Rye(r; Ar) is that the former represents the
contribution of motions at a frequency of f and higher to the
two-point covariance, whereas the latter represents the contri-
bution of motions at a time scale Ar and larger to the coher-
ence between two points. While motions on a certain length
scale (r) can influence the coherence between two points sep-
arated by up to a few times of r, they contribute little to the
covariance of fluctuations at two points separated by r or
larger. Given the energy-containing coherent structures in-
fluenced by stable stratification (discussed above), one can
search for signals of nonturbulent motions within a larger
range of r from R, (r; Af) results, as compared to O, (r; f)
results. Thus, R, (r; Af) has a better chance of capturing sig-
nals of nonturbulent motions caused by stable stratification
than O,,,(r; f).

Before finishing this subsection, we also discuss the appro-
priateness of estimating mean wind direction using data
collected by the sensor at the canopy top on the tower
[as mentioned in section 2b(2)]. For each period used to ob-
tain statistical results in section 3b, the canopy-top mean
wind directions at the tower location can be up to 8° differ-
ent from those at the array location (Table 3, with period
D.b being excluded). Regarding signals of nonturbulent
motions identified from R,,,(r; Af), previous wind-tunnel data of
neutral canopy flows suggest that a difference up to 8 has negli-
gible influence on estimates of spatial correlations of u’ (Shaw
et al. 1995, Fig. 14). Regarding the absence of signals of nontur-
bulent motions in O,,(r; f) results, these uncertainties in mean
wind directions are unimportant either. Thus, uncertainties in
mean wind direction estimates are unlikely to influence the ma-
jor findings in this work.

b. Implications on LES of stably stratified near-surface
atmospheric flows

A persistent challenge faced by noncanopy-resolving LES
is the inability to resolve the energy-containing motions at the
lowest few grid levels. When energy-containing motions are
underresolved, the subgrid-scale (SGS) model can no longer
assume “universal” behaviors of SGS turbulent motions.
Previous studies have explored various approaches of repro-
ducing the underresolved near-surface turbulence for neutral
and unstable conditions, including SGS models (e.g., Sullivan
et al. 1994; Bou-Zeid et al. 2005; Chow et al. 2005), bottom
boundary conditions (e.g., Bou-Zeid et al. 2005; Kawai and
Larsson 2012; Yang et al. 2017), additional sources of surface
stresses (e.g., Chow et al. 2005), and advection schemes (e.g.,
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Wang et al. 2021). Proposing methods to capture the influence
of stable stratification on underresolved energy-containing
motions near surface remains an ongoing effort for nonca-
nopy-resolving LES (e.g., McWilliams et al. 2023). In this
work, the agreement between 2D K-H instability predictions
and the behaviors of R, (r = 13.76 m zonal; Af) suggests
potential advantages for understanding the dynamics of stably
stratified ABL using canopy-resolving LES. As explained in
section 3b, the 2D K-H instability analysis suggests that
motions on scales smaller than A, . are unstable, implying that
they still undergo free instability development as if the stable
stratification is absent. Thus, as long as a canopy-resolving
LES also resolves A, ., SGS turbulent motions can be consid-
ered as universal and hence leaving the influence of stable
stratification on SGS fluxes unimportant. Results from such
canopy-resolving LES runs can then be used to understand
3D interactions between turbulent and wave motions, evalu-
ate assumptions employed by existing analytical models
(e.g., the 2D K-H instability analysis), explain differences
between analytical model predictions and observations [e.g.,
phase angle differences between «’ and w’ shown in Fig. 5
in Lee (1997)], and develop SGS models for noncanopy-
resolving LES runs.

The two-point statistics computed in this work also pro-
vide valuable metrics for evaluating canopy-resolving LES.
Proper estimates of these two-point ensemble-averaged sta-
tistics are ensured by using flow-dependent identification
of stationary periods (i.e., by using a technique such as
MSATV2, as verified in appendix B) as well as other strin-
gent criteria. The ability to reproduce R,,(r; Af) can be
used as a criterion to examine LES runs of stably stratified
canopy flows.
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APPENDIX A

Procedures to Identify Periods of Statistically Stationary,
Horizontally Homogeneous, Approximately 2D
Mean Flows

a. Before stationarity analysis: Preparing continuous data-
collecting periods

To begin analysis procedures in Fig. 2, all CSAT3 data
have undergone transducer shadowing correction following
Horst et al. (2015) and missing-value interrogation. The
missing values include periods during which a sensor was
out of operation and unphysical values annotated by non-
zero CSAT3 diagnostic codes. Most of the “wide-high con-
figuration” periods are covered by five periods of 20 h or
longer during which all 13 sonic anemometers on the tower
were operating continuously: (i) from 2212 UTC 31 March
to 0121 UTC 3 April (51.15 h), (ii) from 0124 UTC 3 April to
1651 UTC 5 April (63.45 h), (iii) from 2233 UTC 13 May
to 1900 UTC 14 May (20.45 h), (iv) from 2000 UTC 14 May
to 1839 UTC 15 May (22.65 h), and (v) from 1842 UTC
15 May to 1827 UTC 17 May (47.75 h). Periods during which
all 18 sonic anemometers on the array were operating con-
tinuously are relatively short, with only five periods of 10 h
or longer: (i) from 1803 UTC 1 April to 0530 UTC 2 April
(11.45 h), (ii) from 1627 UTC 3 April to 1057 UTC 4 April
(18.5 h), (iii) from 0503 UTC 14 May to 1706 UTC 14 May
(12.05 h), (iv) from 1842 UTC 15 May to 2127 UTC 16 May
(26.75 h), and (v) from 2130 UTC 16 May to 1357 UTC
17 May (16.45 h).

b. Stationarity analysis: Identifying periods of stationary
mean wind field using MSATv2

In this work, periods of stationary mean wind field are
identified using MSATv2 [see flowchart in Pan and Patton
(2020), Fig. 1]. The most important advantage of selecting
MSATYV2 rather than other existing stationarity analysis tech-
niques is that we do not need to presume a uniform length
of stationary periods. Given a continuous data-collecting pe-
riod, MSATV2 takes all three velocity components averaged
over blocks of &t as inputs, evaluates the stationarity of each
possible time series of 106t or longer, and then identifies the
occurrence of nonstationary events if two consecutive inputs
that can never belong to any stationary time series. The sta-
tionarity of each velocity component during each possible pe-
riod is evaluated using the reverse arrangement test (RAT;
Kendall et al. 1979), which is most suitable for analyzing near-
surface wind field [explained in detail by Pan and Patton
(2017)]. By evaluating all possible periods of 106t or longer,
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MSATV2 takes into account flow-dependent time scales
during the given data-collecting period.

For midlatitude ABLs that experience clear diurnal cycles,
having continuous data-collecting periods of about 24 h or
longer is critical for applying MSATV2 to near-surface sonic
anemometer data. For CHATS data, one would like to take
advantage of the substantially longer continuous data-collecting
periods at the tower location than those at the array location,
while flow behaviors at the array location are also accounted
for. Thus, MSATV2 is first applied to data collected by 13 sen-
sors on the tower during the associated five continuous periods
of 20 h or longer to determine statistically stationary periods.
Afterward, MSATV2 is applied to data collected by 18 sensors
on the array during the associated five continuous periods of
10 h or longer to check the possible presence of nonstationary
events. All other periods during which all 18 sensors on the ar-
ray were operating continuously are too short for MSATV2 to
yield statistically robust results. Each stationary period deter-
mined using tower data is marked as “yes” or “no” depending
on whether nonstationary events are present at the array loca-
tion, or as “unknown” when statistically robust MSATV2 re-
sults are unavailable at the array location (see Tables 1 and 2).
Compared to synthesizing the stationarity of time series col-
lected by all 31 sensors equitably, the current approach weighs
tower data more importantly than array data. Such uneven
weighting is physically appropriate as near-surface flow statis-
tics (including stationarity) vary most profoundly in the vertical
direction (Wyngaard 2010, p. 196). In other words, one can ex-
pect tower data collected at 13 heights to capture the most es-
sential temporal variability in the flow field.

When using MSATV2 to determine statistically stationary
periods, one needs to specify two key parameters for the
stationarity test: (i) the averaging time block (&¢f) used to
obtain inputs and (ii) the significance level (&) specified for
RAT. Increasing « specified to RAT means becoming in-
creasingly stringent when identifying statistically stationary
periods. In addition, because RAT measures are robust only
when inputs are approximately independent from each other, a
resulting stationary period is only reliable when integral time
scales of all three velocity components are less than 6¢/2. Thus,
for a given 6t, an optimal choice of « is expected to yield a maxi-
mum number of reliable stationary periods suitable for answer-
ing the scientific question of interest.

c. After stationarity analysis: Keeping only periods of
horizontally homogeneous mean wind

Here, each period of stationary mean wind field is exam-
ined for horizontal homogeneity in two steps. The first step
is to keep only periods of southerly mean winds to guaran-
tee ample fetch of the orchard canopy. The second step is
to examine whether the mean flow is approximately 2D by
comparing mean wind directions across array and tower
sensors at the same height.
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APPENDIX B

Nonstationary Events Identified Using MSATv2:
Capturing Changes in Characteristic Scales

Among the stationary south-wind periods identified in
section 3a, applying MSATV2 to array data identifies non-
stationary events during periods D.c and F.i. Visual inspec-
tion of 3-min averaged velocity time series measured by the
canopy-top tower sensor and nine array sensors on the top
beam suggests that period D.c (0003-0100 UTC 2 April)
immediately follows a change in wind direction from ap-
proximately south (before 2300 UTC 1 April) to approxi-
mately west (between 2300 UTC 1 April and 0000 UTC
2 April) and then to southwest (after 0000 UTC 2 April;
see Fig. B1), while period F.i (0600-0630 UTC 16 May) im-
mediately follows a change in wind direction from south-
west (before 0600 UTC 16 May) to approximately south
(after 0600 UTC 16 May, see Fig. B2). These nonstationary
events at the array location during periods D.c and F.i are
likely the tails of dynamic transitions happening at both ar-
ray and tower locations.

The nonstationary events in Figs. Bl and B2 have suc-
cessfully captured the changes in the characteristic scales of
turbulent motions, as revealed by the abrupt changes in the
variation of 3-min averaged velocity time series across sen-
sors. In Fig. B1, time series measured by nine array sensors
show negligible spread before 2300 UTC 1 April but nonne-
gligible spread after 0000 UTC 2 April. In Fig. B2, time
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series measured by nine array sensors show nonnegligible
spread before 1200 UTC 16 May but negligible spread after
1500 UTC 16 May. Recall that statistically stationary peri-
ods are determined using 6t = 6 min, where 6t is at least
twice of the integral time scale. Thus, 3-min averaged veloc-
ity time series show motions on scales comparable to or
larger than integral scales. A negligible spread of time se-
ries across nine array sensors often corresponds to tower
data outside the spread, implying that 3-min averaged ve-
locities are insensitive to a change in horizontal location of
1.72-13.76 m but sensitive to a change in horizontal location
of 116 m. In such situation, turbulent motions are likely
characterized by length scales on the order of 100 m, con-
sistent with the expectation of ABL-scale motions during
these relatively weak-wind daytime periods (e.g., before
2300 UTC 1 April in Fig. B1 and after 1500 UTC 16 May
in Fig. B2). A nonnegligible spread of time series across
nine array sensors often corresponds to tower data within
the spread, implying that 3-min averaged velocities are sen-
sitive to a change in horizontal location of 1.72-13.76 m but
insensitive to a change in horizontal location of 116 m. In
such situation, turbulent motions are likely characterized by
length scales on the order of 10 m, consistent with the ex-
pectation of canopy-scale motions during these nighttime
and relatively strong-wind daytime periods (e.g., before
0000 UTC 2 April in Fig. B1 and before 1200 UTC 16 May
in Fig. B2). The capability of capturing changes in the
characteristic scales of turbulent motions demonstrates the
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FIG. B1. Time series of 3-min averaged meridional and zonal velocity components measured
using nine sensors on the top beam of the array (solid lines of various colors) and the canopy-top
tower sensor (the black dotted line) during 1803 UTC 1 Apr-0530 UTC 2 Apr. The red vertical
stripe represents the nonstationary event determined by applying MSATv2 with « = 0.05 to
3-min averaged velocity components measured using 13 sensors on the tower: 2303-2309 UTC
1 Apr. The blue stripe represents the nonstationary event determined by applying MSATv2
with @ = 0.05 to 3-min averaged velocity components measured using 18 sensors on the array:

0009-0012 UTC 2 Apr.

Unauthenticated | Downloaded 05/28/25 07:57 PM UTC



1090 JOURNAL OF THE ATMOSPHERIC SCIENCES VOLUME 82

1842 UTC 15 May — 2127 UTC 16 May (26.75 h)
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FIG. B2. Time series of 3-min averaged meridional and zonal velocity components measured
using nine sensors on the top beam of the array and the canopy-top tower sensor during
1842 UTC 15 May-2127 UTC 16 May (refer to Fig. B1 for representation of lines). The red verti-
cal stripes represent nonstationary events determined by applying MSATV2 with o = 0.10 to
3-min averaged velocity components measured using 13 sensors on the tower: 2021 UTC
15 May, 0106-0109 UTC 16 May, 0457-0542 UTC 16 May, and 1230-1415 UTC 16 May. The
blue stripes represent nonstationary events determined by applying MSATvV2 with « = 0.10 to
3-min averaged velocity components measured using 18 sensors on the array: 1842-1848 UTC

16 May, 0548-0551 UTC 16 May, and 1415-1418 UTC 16 May.

advantage of using MSATV2 that accounts for flow-dependent
time scales.
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