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Spack
Spack is a community supported package 
manager for supercomputers, Linux and 
macOS developed by Lawrence Livermore 
National Lab. Its aim is to make installing 
scientific software easy
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Spack-Stack
Spack-stack is a framework for installing software libraries to support NOAA's Unified Forecast 
System (UFS) applications and the Joint Effort for Data assimilation Integration (JEDI) coupled to 
several Earth system prediction models (MPAS, NEPTUNE, UM, FV3, GEOS, UFS).

Developers and Users

JCSDA NOAA
NWS,EMC,OAR,EPIC

NRL

Users

DTC NASA
GMAO

You?
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Documentation

For the latest information make sure to check 
out the documentation.

https://spack-stack.readthedocs.io/en/latest/

https://spack-stack.readthedocs.io/en/latest/
https://spack-stack.readthedocs.io/en/latest/
https://spack-stack.readthedocs.io/en/latest/
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Documentation

For the latest information make sure to check 
out the documentation.

Here you can find out which HPC’s are 
already supported with Spack-Stack amongst 
other things. 

https://spack-stack.readthedocs.io/en/latest/

https://spack-stack.readthedocs.io/en/latest/
https://spack-stack.readthedocs.io/en/latest/
https://spack-stack.readthedocs.io/en/latest/
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Documentation (JEDI-bundle)

For the latest information make sure to check 
out the documentation.

Here you can find out which HPC’s are 
already supported with Spack-Stack amongst 
other things. 

https://spack-stack.readthedocs.io/en/latest/module purge
# ignore that the sticky module ncarenv/... is not unloaded
export LMOD_TMOD_FIND_FIRST=yes
module load ncarenv/23.09
module use /glade/work/epicufsrt/contrib/spack-stack/derecho/modulefiles

#load compilers etc
module use /glade/work/epicufsrt/contrib/spack-stack/derecho/spack-stack-1.9.1/envs/ue-gcc-12.2.0/install/modulefiles/Core
module load stack-gcc/12.2.0
module load stack-cray-mpich/8.1.27
module load stack-python/3.11.7

module load singularity

# See README.md
export LD_LIBRARY_PATH="${JEDI_BUILD}/lib:${LD_LIBRARY_PATH}“

# Load JEDI modules
module load jedi-fv3-env
module load jedi-mpas-env
module load soca-env

Example of loading needed 
modules for JEDI on Derecho

https://spack-stack.readthedocs.io/en/latest/
https://spack-stack.readthedocs.io/en/latest/
https://spack-stack.readthedocs.io/en/latest/
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Documentation (JEDI-bundle)

module purge
# ignore that the sticky module ncarenv/... is not unloaded
export LMOD_TMOD_FIND_FIRST=yes
module load ncarenv/23.09
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#load compilers etc
module use /glade/work/epicufsrt/contrib/spack-stack/derecho/spack-stack-1.9.1/envs/ue-gcc-12.2.0/install/modulefiles/Core
module load stack-gcc/12.2.0
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# See README.md
export LD_LIBRARY_PATH="${JEDI_BUILD}/lib:${LD_LIBRARY_PATH}“

# Load JEDI modules
module load jedi-fv3-env
module load jedi-mpas-env
module load soca-env

https://spack-stack.readthedocs.io/en/latest/

https://jointcenterforsatellitedataassimilation-jedi-
docs.readthedocs-
hosted.com/en/latest/using/jedi_environment/modules.
html

Bits of info in a few places, but there are links. 

https://spack-stack.readthedocs.io/en/latest/
https://spack-stack.readthedocs.io/en/latest/
https://spack-stack.readthedocs.io/en/latest/
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/using/jedi_environment/modules.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/using/jedi_environment/modules.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/using/jedi_environment/modules.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/using/jedi_environment/modules.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/using/jedi_environment/modules.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/using/jedi_environment/modules.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/using/jedi_environment/modules.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/using/jedi_environment/modules.html
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Local Spack-Stack?

Do you have access to a 
supported machine?

Are you developing a JEDI 
feature or want to build 

frequently?

Then you will need 
your own spack-stack

Then you will need 
your own spack-stack

Then you might not need 
your own spack-stack 

Yes

YesNo

No

Pros: Cons:

Spack-Stack is work to install

New versions come out often

Can’t run highres test cases

Faster prototyping

No queue to run tests

Choose your IDE

If you want JEDI on your 
institutions HPC you will 

need to contact the 
administrators

No
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So you want to install spack-stack…

Linux Windows macOS

• Can you install spack-stack 
natively? Yes!

• Any distro can work, but 
Ubuntu and RedHat/CentOS 
have more support and are 
tested by maintainers

• Linux is the best option for 
ease of install and mostly for 
speed when compiling JEDI

• Can install spack-stack natively? 
No!

• You can however install spack-
stack in the Windows Subsystem 
for Linux (WSL) !

• WSL is a light weight VM 
maintained my Microsoft and 
meant to run in an integrated way 
in windows. 

• You can choose the 
distros(Ubuntu, RedHat/CentOS) 
to use with WSL with others 
available as well! 

• Can you install spack-stack natively? 
Yes, but..

• masOS updates often break your 
install and other difficulties can arise.

• The maintainers no longer support 
native macOS spack-stack installs

• However you can use OrbStack, it is 
like WSL for mac, and you can 
choose your distro as well. 

• Mac users at JCSDA use OrbStack. 

https://learn.microsoft.com/en-us/windows/wsl/install
https://learn.microsoft.com/en-us/windows/wsl/install
https://orbstack.dev/
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General Step 1: Prerequisites

• You will need to install some basic packages 
before installing spack-stack.

• In the documents there are examples for 
macOS, RedHat/centOS and Ubuntu.

• There will be distro version numbers listed 
there, those are ones that have been tested 
and are good choices to make the install 
smoother. 

• You can of course choose what ever 
distro/version you like, but some ship with 
newer compilers or other packages that can 
cause issues when assembling the entire stack. 

• Note, if you aim to install natively in macOS you 
will need to install Homebrew to then install the 
prerequisite packages. 
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General Step 2: Create a new environment

Currently spack-stack 1.9.1
        -b release/1.9.1

There are other templates, but 
unified-dev has everything you 
need.

In the documentation when you 
see [ ] this indicates that you have 
choices to make. 
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General Step 3: Find your systems packages
Here we will let spack find all of 
our prerequisites we installed in 
general step 1. 

Don’t Forget!

Some things you might not need, 
just make sure to read the 
comments in the docs. 
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General Step 4: Set versions of important pkgs

Here we will tell spack what 
versions we want to use for our 
compilers and parallel 
processing along with a few 
other things. 

Pay close attention as 
instructions can be system 
dependent

Again, there may be some 
things you do not need. It wont 
hurt to add them though if you 
aren’t sure. 
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General Step 5: A bit of clean up if needed. 

Note: for macOS you should remove all 
compilers except apple-clang

If you are installing spack on a clean 
system install you likely don’t have to 
worry about editing these yamls. So, 
if you are using WSL or OrbStack 
having a fresh VM is not a bad idea. 

Much of this might not be necessary 
and note for the linux distros tested 
you would skip step 9. 
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General Step 6: Install
Now we are ready to install! This 
part will take a while, possibly 
several hours, you machine will get 
warm. 

Spack will be building your stack, it 
will be cloning github repos, 
compiling code and downloading 
needed packages to run everything 
mpas-jedi. 

Sometimes cloning a repo may time out! This will cause 
the install to fail. If you see the error is a download or 
clone time out, fear not! Just kick off the install again, 
sometimes you may have to do this a couple times. 

Horray! 
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Make sure you follow for your system…
In this presentation we looked at examples of the “general steps” with examples of them for Linux, which 
can also be used with WSL on Windows or OrbStack on Mac. Just note that if you want to install natively 
on mac there are different specific instructions making up the general ones! 

https://spack-stack.readthedocs.io/en/1.9.1/NewSiteConfigs.html

https://spack-stack.readthedocs.io/en/1.9.1/NewSiteConfigs.html
https://spack-stack.readthedocs.io/en/1.9.1/NewSiteConfigs.html
https://spack-stack.readthedocs.io/en/1.9.1/NewSiteConfigs.html
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So, you have spack-stack and want to build JEDI..

It is important to remember spack-stack moves fast and so does JEDI

You will want to make sure you are using the right spack-stack for your bundle

When building MPAS-JEDI on Derecho, there are build scripts for that! 
See github.com/JCSDA/mpas-bundle

Let’s look at building a bundle on your local machine
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So, you have spack-stack and want to build JEDI..You will want to make sure you are using the right spack-stack for your bundle

Documentation 
for other 
versions found 
here
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So, you have spack-stack and want to build JEDI..
You will need to configure git, once per system but don’t forget!

git lfs install --skip-repo
git config --global user.name <username-for-github>
git config --global user.email <email-used-for-github>
git config --global credential.helper 'cache --timeout=3600'
git config --global --add credential.helper 'store'

Two Choices
jedi-bundle 

                  (https://github.com/JCSDA/jedi-bundle)

- Large bundle which includes everything to run DA with          
mpas, fv3, and mom6 models
    - JEDI (oops, vader, saber, ufo, etc.)
    - fv3-jedi, mpas-jedi, and soca model interfaces
    - fv3-dynamical core, MPAS-A model, mom6 model  

You can also comment out the other models in Cmakelists.txt to 
only build MPAS!

mpas-bundle 
                  (https://github.com/JCSDA/mpas-bundle)
- Small bundle includes everything to run DA with only mpas:
- JEDI (oops, vader, saber, ufo, etc), 
- MPAS-JEDI (interface), & MPAS-A mode

(Recommended if only using MPAS)

https://github.com/JCSDA/jedi-bundle
https://github.com/JCSDA/jedi-bundle
https://github.com/JCSDA/jedi-bundle
https://github.com/JCSDA/mpas-bundle
https://github.com/JCSDA/mpas-bundle
https://github.com/JCSDA/mpas-bundle
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Building a Bundle (get everything you need)
1. Make a JEDI_ROOT and build directory and 

export the paths. 2. Clone mpas-bundle and set your src path

3. Load the packages you need

Note, uncomment for building the 
whole jedi-bundle!

Now we are ready to build!



22

Building a Bundle ( configure and build)
4. Run ecbuild and grab a coffee….

6. Make –j[ 2,4 ,8, 16] the number of processes depends on your system. 
More coffee may be warranted … ~18 min build with make –j8 

on Debian Bookworm with 
AMD chip and GNU compiler 
(haven’t tried clang)  14 min 

with make –j16 (hyper-
threading) 

WOW! N. Crossette



23

Building a Bundle ( run the ctests)

7. Run the ctests, this is to make sure your build was successful! Time for more coffee!
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Questions?

JEDI Documentation: https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/index.html
JEDI Forum: https://forums.jcsda.org/ (requires account to post/comment)
Github: https://github.com/JCSDA (public)

https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/index.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/index.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/index.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/index.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/index.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/index.html
https://jointcenterforsatellitedataassimilation-jedi-docs.readthedocs-hosted.com/en/latest/index.html
https://forums.jcsda.org/
https://github.com/JCSDA

