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History of MPAS-JEDI

• Started from early 2018
• 1st release, September 2021
• 1st publication, Liu et al. (2022), EnVar and all-sky AMSU-A DA
• 2nd release, June 2023 
• 2nd publication, Guerrette et al. (2023), Ensemble of EnVar
• 1st tutorial, September 2023 at NCAR
• 3rd publication, Jung et al. (2024), Multivariate B, 3DVar, hybrid
• 3rd release, September 2024
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MPAS-JEDI publications
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Latest stable version: MPAS-JEDI-3.0.2, Nov. 2024

Code of other repos as of September 
2024 when making the 3.0.0 release:

https://github.com/JCSDA/oops
https://github.com/JCSDA/saber
https://github.com/JCSDA/ufo
https://github.com/JCSDA/ioda

• MPAS-JEDI-3.0.2 code accessible from 
– https://github.com/JCSDA/mpas-bundle/tree/3.0.2

• Based on the latest version of MPAS-A model and its interface to JEDI
– https://github.com/MPAS-Dev/MPAS-Model/tree/v8.2.2
– https://github.com/JCSDA/mpas-jedi/tree/release/3.0.2

• Fixed a bug related to vertical height coordinate input to GNSS RO operator
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Other related tools:
• Python-based Diagnostic/Verification package included in:
https://github.com/JCSDA/mpas-jedi/tree/release/3.0.2/graphics

• Data assimilation cycling Workflow based on cylc:
https://github.com/NCAR/MPAS-Workflow

• Observation processing, format conversion:
https://github.com/NCAR/obs2ioda
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Main features with MPAS-JEDI
• Deterministic analysis: 

– 3DVar, 3D/4DEnVar, and hybrid-3D/4DEnVar with dual-resolution capability
• Ensemble analysis: 

– Ensemble of EnVar (EDA) with perturbed observations 
– LETKF and Gain form of LETKF (LGETKF)

• Analysis directly done on MPAS unstructured grid for uniform or variable-resolution mesh, 
global or regional mesh
– Analysis Variables: u/v wind, Temperature, Specific Humidity, and Surface Pressure

• Allow to assimilate cloud-/precipitation-affected MW/IR satellite radiance data
– Using CRTM (Community Radiative Transfer Model)
– With mixing ratios of hydrometeors as part of analysis variables

• Radar DA: reflectivity and radial velocity
• Surface DA: Ps, t2m, q2m, u10, v10
• GNSS RO DA with multiple choices of RO operators
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Instructions for practical exercises

https://www2.mmm.ucar.edu/projects/mpas-jedi/tutorial/202506NCAS
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https://www2.mmm.ucar.edu/projects/mpas-jedi/tutorial/202506NCAS
https://www2.mmm.ucar.edu/projects/mpas-jedi/tutorial/202506NCAS
https://www2.mmm.ucar.edu/projects/mpas-jedi/tutorial/202506NCAS


Basic info for working on NCAR HPC Derecho

qsub script Submit a job script
qstat -u 
$USER

Check the status of your pending and 
running jobs

qdel job-id Delete a queued or running job

ssh –x username@derecho.hpc.ucar.edu

You should be under bash after login: “echo $SHELL”

Submitting Jobs with PBS
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This tutorial uses an account number: UMMM0012 and the ‘main’ queue

(Mac users may need to use ‘ssh –Y’)



Copy the “mpas_jedi_tutorial” folder
cd /glade/derecho/scratch/${USER}

cp -r /glade/derecho/scratch/liuz/mpasjedi_tutorial202506NCAS ./mpas_jedi_tutorial    

ls -l mpas_jedi_tutorial, you will see
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1st Practice: build and test MPAS-JEDI

4. ctest step

3. make step

2. cmake step
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1. loading spack-stack build environment



• cd mpas-jedi-tutorial
• mkdir mpas_bundle_v3 
• cd mpas_bundle_v3
• git clone –b release/3.0.2 

https://github.com/JCSDA/mpas-
bundle code

• source ./code/env-setup/gnu-
derecho.sh

• module list

Install spack-stack on your own 
machine will be covered 
Tomorrow afternoon.

1. loading spack-stack-1.6.0
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2. cmake step
- mkdir build; cd build
- git lfs install
- cmake ../code  # cmake will look for ../code/CMakeLists.txt file, this will take ~15-20min
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before doing cmake
under ~code

after doing cmake
under ~code

after doing cmake
under ~build



Portions of lines from “vi code/CMakeLists.txt”
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ECMWF software packages pre-built into spack-stack, thus not appear under ~code

Model-agnostic components of JEDI

MPAS-specific components of MPAS-JEDI



- qsub -A ummm0012 -N build-bundle -q main 
  -l job_priority=premium -l walltime=03:00:00 
  -l select=1:ncpus=128:mem=235GB –I

- source ../code/env-setup/gnu-derecho.sh

- make –j20

3. make step under an interactive job

MPAS and MPAS-JEDI related 
executables under ~build/bin
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export LD_LIBRARY_PATH=/glade/derecho/scratch/${USER}/mpas_jedi_tutorial/mpas_bundle_v3/build/lib:$LD_LIBRARY_PATH
cd mpas-jedi
ctest

4. ctest step, also under an interactive job
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Each test run will produce text log files 
(Under ~/build/mpas-jedi/test/testoutput)

→ existing reference file

→ shortened reference file 
(part of the 4denvar_ID.run)

→ full text log file for the present test

➔ 4denvar_ID.run.ref is compared 
with the existing 4denvar_ID.ref. 

➔ The test is deemed as “Passed” 
if numerical values between the 
two files are identical or within a 
tolerance.

What a ctest case “Passed” means?
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Yaml configuration files under ~mpas-jedi/test/testinput
useful for learning how to run various mpas-jedi applications

17



Further reading about ctest
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https://jointcenterforsatellitedataassimilati
on-jedi-docs.readthedocs-
hosted.com/en/latest/inside/testing/index.
html
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Single vs. Double precision build of mpas-bundle
• For other practical sessions, you will use pre-compiled executables of 

mpas-bundle with the single-precision mode
– /glade/derecho/scratch/liuz/mpas_bundle_v3.0.2_public_gnuSP
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Just need a one-line change in building MPAS model

Note: ctest reference files are produced with the double-prevision build, 
thus some of ctest cases with single-precision build will fail due to difference larger than tolerance


