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Yesterday, Cindy introduced:
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And the associated considerations:

• Resolution
• Domain size
• Model Physics
• Input Data 
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Dynamical modeling frameworks, also 
called “dynamical downscaling” for 
regional climate or extremes have 

advantages and limitations. 
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Advantages Limitations

• Responses are physically 
consistent

• Produces finer resolution data

• Strongly dependent on GCM 
forcing data

• Computationally intensive
• Some variables are not well 

modeled (insufficient resolution 
or inadequate process 
understanding) (Fowler et al. 2007)
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Some of the limitations can be addressed 
through statistical modeling frameworks, 

or “statistical downscaling” (SD)
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• Strongly dependent on GCM 
forcing data

• Computationally intensive
• Some variables are not well 

modeled (insufficient resolution 
or inadequate process 
understanding) 

Limitations
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Some of the limitations can be addressed 
through statistical modeling frameworks, 

or “statistical downscaling” (SD)
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SD can correct 
bias in forcing 
GCMs/RCMs

Limitations

• Strongly dependent on GCM 
forcing data

• Computationally intensive
• Some variables are not well 

modeled (insufficient resolution 
or inadequate process 
understanding) 
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Some of the limitations can be addressed 
through statistical modeling frameworks, 

or “statistical downscaling” (SD)
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SD is computationally efficient, 
and impact studies often require 
climate information at finer 
spatial scales than provided by 
either GCMs or RCMs  

Limitations

• Strongly dependent on GCM 
forcing data

• Computationally intensive
• Some variables are not well 

modeled (insufficient resolution 
or inadequate process 
understanding) 
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Some of the limitations can be addressed 
through statistical modeling frameworks, 

or “statistical downscaling” (SD)
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Can empirically derive 
variables not available or 
not well modeled by 
GCMs/RCMs.

Limitations

• Strongly dependent on GCM 
forcing data

• Computationally intensive
• Some variables are not well 

modeled (insufficient resolution 
or inadequate process 
understanding) 
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But, extremes were not the original 
focus of statistical downscaling…

(Wilks 2011 Fig 7.19)
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But, extremes were not the original 
focus of statistical downscaling…

(Wilks 2011 Fig 7.19)
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So it’s important to understand statistical downscaling 
techniques and how they handle extremes.
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SD relates large-scale climate variables 
(predictors) to local or regional variables 

(predictants) 

predictant statistical 
model

predictor

• Extremely flexible
• Makes SD difficult to “neatly” categorize or 

summarize 
• SD requires some data analysis and statistical tools
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3 SD classifications:

1. Perfect prognosis downscaling

2.   Model output statistics (MOS)

3.   Weather generators

Differentiated based 
on nature of predictor 
(observation vs. 
model output) 

(Classifications based on Maraun et al 2010)

Many incorporate 
MOS and PP aspects
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• Note: Different fields use different terminology and there are often 
new hybrid approaches coming out, but we will provide the broad 
classifications here. 
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Perfect prognosis (PP) downscaling relates 
observed large-scale predictors to 
observed local-scale predictants

(Maraun et al 2010, Fig 2a)
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Perfect prognosis (PP) downscaling relates 
observed large-scale predictors to 
observed local-scale predictants

(Maraun et al 2010, Fig 2a)
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Perfect prognosis (PP) downscaling relates 
observed large-scale predictors to 
observed local-scale predictants

(Maraun et al 2010, Fig 2a)

Key steps
1) Identify informative large-scale 
predictors (e.g., atmospheric circulation, 
humidity, etc.) 
2) Develop statistical model (i.e., 
regression methods) 
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Perfect prognosis (PP) downscaling relates 
observed large-scale predictors to 
observed local-scale predictants

(Maraun et al 2010, Fig 2a)

Key steps
1) Identify informative large-scale 
predictors (e.g., atmospheric circulation, 
humidity, etc.) 
2) Develop statistical model (i.e., 
regression methods) 

Main assumptions
1) Large-scale predictor is well-simulated 
by climate model
2) Statistical relationship is constant in 
future (temporally stable)

15
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Statistical models commonly used for 
perfect prognosis (PP) downscaling:

1. Linear Regression

2. Generalized linear models (GLM)

3. Nonlinear regression

4. Analogue method

5. Extreme value statistics (talk after break today)

(See Maraun et al 2010 for additional models)
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Intercept Slope Random error 
term

Linear regression is simple way to relate two 
variables

17
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Intercept Slope Random error 
term

Linear regression is simple way to relate two 
variables
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Good for estimating the 
expected value, or 
averages, but may not be 
appropriate for extremes.
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Generalized linear models (GLMs) are more 
flexible approach for modeling responses 

with different attributes (continuous, 
categorical, integer etc).
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(For details on GLM see McCullagh and Nelder 1989)

Linear	Regression:	! = !! + !!!			(continuous)	
Logistic:	!"#$% ! = !! + !!!	(categorical)	
Poisson:	!"# ! = !! + !!!	(Integer,	count	data)		
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Categorical data can be modeled with a 
binomial distribution, or logistic regression
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(Helsel and Hirsh 1995)
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Categorical data can be modeled with a 
binomial distribution, or logistic regression
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(Helsel and Hirsh 1995)

Examples: 
What’s the probability of wet 
versus dry?  (# of wet days is 
an extreme characteristic)

Or of being above or below an 
impact threshold?  (Threshold 
is subjective, but moves 
towards extremes)
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Use glm(y~x, family = “binomial”) to 
predict probability of exceedance

x
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Integer, or count data can be modeled with 
a Poisson distribution
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Use glm(y~x, family = “poisson”)

!"# ! = !! + !!!!	
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Integer, or count data can be modeled with 
a Poisson distribution
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Use glm(y~x, family = “poisson”)

!"# ! = !! + !!!!	
Examples: How many hurricanes will make landfall in a year? (These 
are extreme events!)

How many days will we violate the minimum streamflow flow 
threshold?  (This is extreme for the fish!)
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PP statistical downscaling has some limitations:

• Requires long and reliable observed historical 
data for model development

• Dependent on choice of predictors

• Assumes the predictor-predictand relationship 
stays constant

(Fowler et al. 2007, Table 1)
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Summary of PP statistical downscaling for 
extremes:

• PP approach can be tailored to estimate 
characteristics of extremes, especially those 
that are not available or well simulated by 
GCMs/RCMs.
• Flexible and portable to different users, 

regions, and subjective definitions of what 
is extreme. 

• Extreme value theory (talk after break) is a PP 
method for more rare extreme events. 
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Model output statistics (MOS) downscaling 
relates modeled large-scale predictors to 

observed local-scale predictants

(Maraun et al 2010, Fig 2b)
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Model output statistics (MOS) downscaling 
relates modeled large-scale predictors to 

observed local-scale predictants

(Maraun et al 2010, Fig 2b)
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Model output statistics (MOS) downscaling 
relates modeled large-scale predictors to 

observed local-scale predictants

(Maraun et al 2010, Fig 2b)

Key points
1) MOS can only be used to relate 

distributional characteristics 
(unless model is run by reanalysis 
or is for operational weather 
forecasting)
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Model output statistics (MOS) downscaling 
relates modeled large-scale predictors to 

observed local-scale predictants

(Maraun et al 2010, Fig 2b)

Key points
1) MOS can only be used to relate 

distributional characteristics 
(unless model is run by reanalysis 
or is for operational weather 
forecasting)

Main assumptions
1) Large-scale predictor is well-
simulated by climate model
2) Statistical relationship is constant in 
future (temporally stable)
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Statistical methods commonly used for MOS 
downscaling:

1. Change factor/delta method

2.   Bias correction/direct method

3.   Distribution mapping/quantile Mapping

(See Maraun et al 2010 for details)

31
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Change factor (CF) is simplest of MOS 
methods: Rescaling observations

32
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Change factor (CF) is simplest of MOS 
methods: Rescaling observations

Temperature CF: Difference between mean control model (Mc) 
and mean future model (Mf) run added to observations (O):

Precipitation CF: Ratio between future model (Mf) and control 
model (Mc) multiplied by observations (O):

33

(Maraun et al 2010)

(Also called “delta method”)
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CF MOS example: Rescaling observations

Observations
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Model Control

Observations

CF MOS example: Rescaling observations
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Observations

Model Control

Model Future

CF MOS example: Rescaling observations
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Observations

Model Control

Model Future

CF MOS example: Rescaling observations
* CF = .9, so multiply every PCP value by .9

Future CF 
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Observations

Model Control

Model Future

CF MOS example: Rescaling observations
* CF = .9, so multiply every PCP value by .9

Future CF 

Limitations: 
• Spatial pattern & temporal sequencing of present climate remains 

unchanged
• All parts of distribution (mean to extremes) are rescaled by single CF
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MOS “bias correction” is another way 
to recalibrate observations to model 

output; rescaling model output

39
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MOS “bias correction” is another way 
to recalibrate observations to model 

output; rescaling model output
Temperature Bias correction (BC): Difference between 
control model (Mc) and observations (O) added to future model (Mf)

Precipitation BC: Ratio between mean observations (O) and 
mean control model (Mc) multiplied by future model (Mf)

40

(“Direct method” in Maraun et al 2010)
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BC MOS example: Rescaling model output

Model Future

BC Future

* BC = .5, so multiply every future PCP value by .5
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BC MOS example: Rescaling model output

Model Future

BC Future

* BC = .5, so multiply every future PCP value by .5

• Advantage: variability in space and time is from climate model, not from 
present climate (Limitation in that future model variability can’t be validated 
until future!)

• Limitation: All parts of model distribution are rescaled by single BC 
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MOS recalibration pathways don’t 
yield same answer! 

(Slide adapted from Mari Tye)
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MOS “empirical CDF matching” (ECDF) 
is simple distribution mapping 

approach
Same as Temp BC & Precip BC, but on sorted data 
at each point. 

44

Step 1. Sort TO, TMC, TMF;  PO, PMC, PMF

Step 2. Calculate BC and apply to MF at each paired  point
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MOS “empirical CDF matching” (ECDF) 
is simple distribution mapping 

approach
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Step 1. Sort TO, TMC, TMF;  PO, PMC, PMF

Step 2. Calculate BC and apply to MF at each paired  point

Advantage: Correction done at each point (rather than single value)
Limitation: Requires same number of points for obs, control, future

Same as Temp BC & Precip BC, but on sorted data 
at each point. 
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Calculated biases are added to 
future quantiles.

Biases are calculated for 
each quantile.

Distribution mapping at each quantile example:
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Distribution Mapping requires “transfer 
function” to go from

value➟ probability ➟ value

1. Model value 
(= 3)

2. Corresponds 
to Q70 in model 
CDF

3. Find Q70 in 
observed CDF

4. Find 
corresponding 
value of 
observed (=5)

(Figure: Courtesy Seth 
McGinnis, NCAR)
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Kernel Density Distribution Mapping is 
a nonparametric approach

• Transfer function equates CDFs by using trapezoid 
rule plus Kernel Density Estimation to get non-
parametric estimate of CDFs

• Estimates CDF for unknown distributions 

• Outperforms other distribution mapping approaches 
(McGinnis et al. 2017) 

R package: https://github.com/sethmcg/climod
(Figure: Courtesy Seth 
McGinnis, NCAR)

https://github.com/sethmcg/climod
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Summary of MOS statistical downscaling for 
extremes:
• MOS approaches are commonly used, but 

were not developed specifically for extremes. 
• Observation rescaling (CF) can change 

magnitude of distribution, but doesn’t 
change frequency or pattern.

• Model rescaling (BC) captures distribution 
from models (but cannot be validated until 
future).

• Assumes bias is constant in time. 
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Stochastic weather generators create synthetic 
sequences that preserve observed statistics

1960 2010

Observed Daily 
Weather Data

Sequence #1

Sequence #2

Sequence #N

…
…

…
…

n.yr = 50   # 50 years

• Generate 
many 
realizations 
(ensembles) 
of time 
series that 
can be used 
for impact 
models

50
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2 Main Types of Weather Generators:

1. Based on parametric models like GLM 
(Richardson 1981)

2.  Based on resampling (Rajagopalan & Lall 1999)
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Weather generators usually have a 
precipitation generator at their core

Simple example:
1. Model occurrence with 1st order Markov chain:
WWDDDDDDWWWWWWDDDDDDWWDDDDDDDDWW
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Weather generators usually have a 
precipitation generator at their core

Simple example:
1. Model occurrence with 1st order Markov chain:
WWDDDDDDWWWWWWDDDDDDWWDDDDDDDDWW

2. Model intensity with a distribution appropriate for precipitation (e.g., gamma)

53

(See Maraun et al 2010 for details)
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Weather generators can be used with MOS 
change factor time series

Change Factor 
(CF) Daily Weather

CF Sequence #1

CF Sequence #2

CF Sequence 
#N

…
…

…
…

• Generate 
many 
realizations 
(ensembles) 
of future 
(CF) time 
series that 
can be used 
for impact 
models, etc.

CF e.g., TMP + 3 deg, 

PCP x 0.90
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Weather generators can be conditioned on 
covariates, e.g., large-scale circulation 

patterns (PP downscaling)

E.g., Can use generalized linear models (GLM) to incorporate 
covariates such as ENSO or seasonal cycle (sin/cosine)

P(Rain) = f(ENSO, seasonal cycle…)  
(the occurrence of rain depends on 
ENSO and/or other covariates)

I(Rain) = f(ENSO, seasonal cycle…)
(the intensity of rain depends on 
ENSO and/or other covariates)

55

(Katz and Furrer 2007)
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Summary of weather generators for extremes:

• Weather generators were developed to 
provide additional realizations (ensembles) of 
observed time series. 
• Long synthetic series can be used to get at 

probabilities of extreme characteristics.

• Precipitation generator is flexible (gamma is 
typical, but extreme distribution could be 
used – talk after break) 

See Wilks 2010 for overview.
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Two commonly applied statistical 
downscaling techniques:  

1. Bias correction with spatial disaggregation 

(BCSD; Wood et al. 2004) 

1. ‘‘Constructed analog’’–based techniques

Predictant (Finer scale of 

climate variable z)
statistical 

model

Predictor (Coarse 

climate variable z)
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http://gdo-dcp.ucllnl.org/downscaled_cmip_projections/

Reclamation provides CMIP3 & CMIP5 Climate & Hydrology 
Projections for US using several downscaling methods
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Intercomparison of statistical downscaling 
methods can reveal deficiencies

• 4 methods in current climate
• Some methods have problems with wet days, 

wet/dry spells, and extreme events
• Most methods have problems with spatial 

scaling and interannual variability
(Guttman et al. 2014 WRR DOI: 10.1002/2014WR015559) 
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BCSD has been widely applied, 
but has limitations 

Method has two steps (Wood et al. 2004):
1. Apply quantile mapping to P&T (MOS)
2. Add a spatial variability component. 
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BCSD has been widely applied, 
but has limitations 

Method has two steps (Wood et al. 2004):
1. Apply quantile mapping to P&T (MOS)
2. Add a spatial variability component. 

Limitations:
• Developed as a monthly technique, so limits changes in 

shape of daily distribution and does not consider daily GMC 
weather sequences

• Captures extremes and wet day fractions well, but is limited 
to rescaling current weather patterns. (Gutmann et al. 2014) 
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Constructed analog methods identify the N
best matching analog days that reproduce a 

particular pattern  

Disadvantage: Uses averaging, which tends to produce 
too much drizzle 
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Localized constructed analogs 
(LOCA) technique downscales point-
by-point, and avoids the averaging 
issues of the other CA methods. 

http://loca.ucsd.edu/

Advantages: Preserves GCM daily sequences, better at extremes, avoids 
drizzle.
Disadvantage: More computationally intensive than other CAs.  
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Conclusions
• Statistical and dynamical downscaling both have advantages 

and limitations

64

Advantages

Disadvantages

(Fowler et al. 2007, Table 1)
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Conclusions
• Statistical and dynamical downscaling both have advantages 

and limitations
• Statistical downscaling is complementary to dynamical 

downscaling, and even address some of the limitations.
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Conclusions
• Statistical and dynamical downscaling both have advantages 

and limitations
• Statistical downscaling is complementary to dynamical 

downscaling, and even address some of the limitations.
• But, extremes were not the original focus of statistical 

downscaling, and there are many approaches, so it’s 
important to understand the strengths/weaknesses of them 
with respect to extremes. 
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Questions?
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