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0 OpenGGCM on the Cell processor
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@ The Cell BE Processor
@ Implementation
@ Results

e PSC: Particle-in-Cell on Cell
@ First results
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OpenGGCM on Cell OpenGGCM Cell BE Implementation Results

The OpenGGCM code

A OpenGGCH: Global Magnetosphiere Modeling &

The Open Geospace General
Circulation Model:

+ Coupled global magnetosphere -
ionosphere - thermosphere model.
3d Magnetohydrodynamic
magnetosphere model.

Coupled with NOAA/SEC 3d
dynamic/chemistry ionosphere -
thermosphere model (CTIM).
Model runs on demand provided at
the Community Coordinated
Modeling Center (CCMC at
NASA/GSFC

Will be coupled with ring current
models (RCM, Fok/Jordanova
models) in the near future.

Fully parallelized code, real-time
capable.

Used for basic research, data
analysis support, mission planning,
space weather studies, and Space
Weather Forecasting in the future.

A Personnel: J. Racder, J. Dorelli, K. G i, D. Larson, E. K. ili, T. Fuller-Rowell (NOAA/SEC), ‘
N F. Toffoletto (Rice U.),M.-C. Fok (GSFC), W. Li, B. Loring, T. Fogal, B. Barry, R. Vega —ﬁ
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OpenGGCM on Cell OpenGGCM Cell BE Implementation Results

The OpenGGCM code

New OpenGGCM Features
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OpenGGCM on Cell Op I Cell BE Implementation Re:

Cell Broadband Engine

Cell BE processor
@ 1 PPE (Power Processing Element)
@ 8 SPEs (Synergistic Processing Elements)
@ 218 GFlops
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Sony PlayStation 3 with 1 Cell BE chip

@ 1 Cell chip
@ only 6 usable SPEs

@ Cost: M $399
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Porting OpenGGCM to the Cell

Similarities to conventional architectures
@ PS3/Cell Blades run Linux OS
@ GNU toolchain: gcc, gfortran, gdb
@ IBM provides tools / SDK for porting applications

Challenges

@ Need to decompose / load-balance problem to run on the 6
SPEs

@ Only 256KB local store available per SPE, data needs to
be moved to/from main memory by DMA

@ SIMD (single instruction, multiple data)
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Problem decomposition

Numerically integrate the equations slice-by-slice.

@ For an explicit scheme, the r.h.s. at (i, j, k) depends on a
stencil [ —B:i+ Bl x[j—B:j+B] x[k—B: k+ B].
@ Calculate the r.h.s. for one k-slice at a time, which needs

slices k — B...k + B to be loaded into memory.

k+1

j r.h.s.
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OpenGGCM on Cell OpenGGCM Cell BE Implementation Results

Problem decomposition

@ Once the r.h.s. on a slice k is done, proceed to the next
slice k + 1, storing the just calculated slice k, expiring the
current k — B fields and loading the next (k + B + 1) slice
of field data.
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Problem decomposition

For MHD, need to load 8 fields x 5 slices of field data,
calculating 8 fields of output data, plus double-buffering and

temporary storage.
@ It is not possible to fit whole xy-slices into local store.
@ Need to decompose into smaller units in order to utilize all
SPUs.

Solution: Domain-decompose in the xy domain!

X

z
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Double buffering

DMA GET DMA GET

Hide DMA latencies by overlapping DMA and computation
@ Preload k + B + 1-slice while calculating on k — B...k + B.
@ Continue calculation in different buffer while storing k-slice.
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Implementation

Objectives
@ Maintability and Readability (KISS).

@ Adapts to different architectures to provide high
performance.

One codebase can be compiled into SIMD or scalar code, as
well as xy-domain decomposed or stepping through the entire
domain at once.

sllceffor each(fi, 0, 0) {
(rrl ,0,0,0) += dt * F3(rrr ,0,0,0);
_ (uu ,0,0,0) += dt * F3(uur ,0,0,0);
_(rvl.x,0,0,0) += dt * F3(rvr.x,0,0,0);
_(rvl.y,0,0,0) += dt * F3(rvr.y,0,0,0);
F3_(rvl.z,0,0,0) += dt * F3(rvr.z,0,0,0);

} slice_for_each_end;
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Implementation

curr()

//
// eurr

//

// compute current xj from magnetic field b

static inline void
curr (vfld_t xj, vfld_t b, crd_t bdx4, int ix, int iy, int iz)

{
F3_(xj.%,0,0,0) =
(F3(b.z,0,1,0) — F3(b.z,0,0,0)) * CRDy(bdx4,0) —
(F3(b.y,0,0,1) — F3(b.y,0,0,0)) * CRDz(bdx4,0);
F3_(x3.y,0,0,0) =
(F3(b.x,0,0,1) — F3(b.x,0,0,0)) % CRDz(bdx4,0) —
(F3(b.z,1,0,0) — F3(b.z,0,0,0)) * CRDx(bdx4,0);
F3_(xj.z,0,0,0) =
(F3(b.y,1,0,0) — F3(b.y,0,0,0)) * CRDx(bdx4,0) —
(F3(b.x,0,1,0) — F3(b.x,0,0,0)) * CRDy (bdx4,0);
}
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OpenGGCM on Cell OpenGGCM Cell BE Implementation Results

OpenGGCM timing results

OpenGGCM test case: 128x64x64 stretched grid
@ Timestep At in the simulation: At = 0.599
@ Wallclock time for advancing by At on PPE: 4.350
@ Wallclock time for advancing by At using 6 SPEs: 0.176

Using 6 SPEs, OpenGGCM is running 3x faster than realtime!
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Scaling with number of SPEs used
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job percent cycles calls cycles/call
PRIMVAR 2.23 442717485 3840 115291
PREP1 5.70 1131278425 4096 276191
PRED 14.42 2859987371 3840 744788
CORR 8.61 1707791789 3840 444737
PUSH_AXPY 2.88 571812076 3840 148909
read_mbox 66.15 13117982581 26758 490245
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OpenGGCM on Cell Results
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Scaling with number of PS3'’s
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First results

Particle-in-Cell

@ Governing equations: Vlasov-Boltzmann + Maxwell
Important for magnetic reconnection as well as
laser-plasma interaction

@ PIC method: solve by introducing metaparticles, collisions
are challenging (but done and working).
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@ Performance: Advance field and push metaparticles ( 1000
particles per cell)

@ Particle pusher on Cell: Using SPUs we obtained a
speed-up of a factor of 60 over using main processor
(PPU) only.
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Summary
Summary

@ The Cell processor has enormous potential to accelerate
PDE codes.

@ Code generation is a key technology in putting things
together while keeping codes manageable

Outlook
@ Continue bringing technologies together:

e Adaptive mesh refinement
e 3D XMHD implicit time integration
o Getting the most out of modern HPC architectures

@ Particle-in-Cell on Cell
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