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ABSTRACT

Using a spectral-type cumulus parameterization that includes moist downdrafts within a three-dimensional
mesoscale model, various disparate closure assumptions are systematically tested within the generalized framework
of dynamic control, static control, and feedback. Only one assumption at a time is changed and tested using a
midlatitude environment of severe convection. A control run is presented, which shows good agreement with
observations in many aspects. Results of the sensitivity tests are compared to observations in terms of sea level
pressure, rainfall patterns, and domain-averaged bias errors (compared to the control run) of various properties.

The dynamic control is the part that determines the modulation of the convection by the environment. It is
shown that rate of destabilization, as well as instantaneous stability, work well for the dynamic control. Integrated
moisture convergence leads to underprediction of rainfall rates and subsequent degrading of the results in terms
of movement and structure of the mesoscale convective system (MCS). .

The feedback determines the modification of the environment by the convection, and in this study is considered
together with the static control, which determines cloud properties. All feedback and static-control assumptions
tested here seem very important for the prediction of sea level pressure and rainfall. The most crucial ones were
downdrafts and lateral mixing.

As an interesting by-product, it is shown that a very simplistic and computationally highly efficient convective
parameterization scheme leads to a very realistic simulation of the MCS, if the scheme uses a stability closure,
assumes a large cloud size, parameterizes moist downdrafts, and does not assume unrealistically large lateral
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mixing.

1. Introduction

While the number of cumulus parameterizations
continues to grow, few systematic tests have been made
of their fundamental assumptions. Commonly, three
different methods have been used to test parameter-
ization schemes. These are termed diagnostic, semi-
prognostic, and fully prognostic. When testing diag-
nostically, one can observe the correlation between
convective activity (measured in terms of rainfall ) and
various properties such as moisture convergence, in-
stability, or destabilization. Although this will help
identify relationships between reality and commonly
used closure assumptions, which are used to determine
the modulation of convection by the environment ( the
dynamic control), it cannot be used to verify a cumulus
parameterization scheme as a whole, nor can it be used

to quantitatively verify a part of a scheme. It can only
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give qualitative ideas about the applicability of various
closure assumptions.

The semiprognostic approach (Lord 1982; Krish-
namurti et al. 1980, 1983; Kuo and Anthes 1984; Grell
etal. 1991) avoids the complexity of a fully prognostic
model, yet tries to more rigorously test the parameter-
ization schemes. Since a numerical weather prediction
(NWP) model has a high level of complexity, it is dif-
ficult, if not impossible, to isolate the errors caused by
cumulus parameterizations from errors caused by other
components of the model (i.e., PBL parameterization,
initialization, or numerical methods). The semiprog-
nostic tests try to avoid these problems by diagnostically
analyzing datasets (10 determine heat and moisture
budgets as residuals), and then using the datasets to
make a one-time-step forecast with the cumulus pa-
rameterization scheme. Diagnostic heat and moisture
budgets can then be compared to the “prognostic” re-
sults of the parameterization scheme. This is a good
tool to identify errors and to estimate applicability lim-
its and the validity of closure assumptions. Grell et al.
(1991), hereafter referred to as GKP, using the semi-
prognostic tests with SESAME (Severe Environmental
Storms and Mesoscale Experiment) data, found sys-
tematic errors in many parts of several parameteriza-
tions. Closure assumptions, such as pure instantaneous
stability adjustments, produced erroneous rainfall pat-
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terns. The vertical distribution of heating and drying
rates was much affected by downdrafts (and anything
that relates to them) as well as by lateral mixing. Since
this type of test does not allow for any interaction be-
yond one time step, however, an absolute statement
about the validity of assumptions cannot be given.

As a third choice, highly complex three-dimensional
numerical weather prediction (NWP) models are run
with one parameterization over an interesting time pe-
riod. Then the experiment is repeated but with a dif-
ferent parameterization. Conclusions are often spec-
ulative because of the high complexity of the model.
Furthermore, it might even be more guessing work to
decide why one parameterization has failed and why
another one was better. Parameterizations by them-
selves are very complex. In addition, results are quite
often case dependent. While indeed some assumptions
might be better for very specific environments or on
specific scales, the test described above does not provide
an answer to this problem either.

In this paper, we will try to compromise between
the semiprognostic and the fully prognostic tests. We
will try to apply results from previously performed
semiprognostic tests (GKP) to a fully prognostic ap-
plication, yet we will try to avoid switching a param-
eterization as a whole, instead concentrating on testing
single, disparate assumptions. The main objectives in-
clude the development of a general framework for con-
vective parameterizations with many degrees of free-
dom and much flexibility to change one assumption
at a time, and, using this framework, the study of the
effects of systematic errors—as identified in semiprog-
nostic tests—on a fully prognostic forecast of a me-
soscale convective system (MCS). We will not attempt
to make an absolute statement about what parameter-
ization is best as a whole, but rather will try to evaluate
the validity of specific assumptions and the statistical
effect they have on the numerical model.

Although a variety of test cases should be used, we
will concentrate only on a well-studied case (which
inhibits large sensitivity to small changes in the param-
eterizations and is highly convective). The test case
chosen is a dataset from the PRE-STORM (Prelimi-
nary Regional Experiment for STORM-Central ) from
10 June 1985.

In section 2, we will describe the numerical model
and the dataset to be used. Section 3 will discuss the
experimental design. We will explain how and what
type of assumptions are changed, one at a time, within
a generalized framework. Results will be shown in the
fourth section, and conclusions will be given in the
fifth section.

2. The numerical model and the dataset

The three-dimensional model used in this study is
a nested-grid version of the Pennsylvania State Uni-
versity—National Center for Atmospheric Research
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(PSU-NCAR) hydrostatic mesoscale model (Anthes
et al. 1987). The nested grid is two-way interactive,
with grid spacings of 75 km for the coarse grid, 25 km
for the nested grid, and 19 vertical sigma levels.
Boundary conditions for the coarse domain are ob-
tained by interpolating the 12-h observational analysis
linearly in time according to Perkey and Kreitzberg
(1976). This model setup is identical to the one de-
scribed in Zhang et al. (1989). All runs use the full
physical package, which includes a high-resolution
Blackadar (1979) PBL parameterization, and both
implicit and explicit formulation for precipitation
physics. The explicit scheme includes predictive equa-
tions for cloud water and rainwater, as well as the effects
of ice and snow (Zhang 1989). The coarse grid uses
an Anthes-Kuo-type (Anthes et al. 1987) cumulus pa-
rameterization scheme. The spectral cumulus param-
eterization used for the nested domain is described in
more detail in Grell (1988). This parameterization is
based on Lord (1978), but moist convective-scale
downdrafts have been included. Some details on the
theoretical and numerical aspects of the inclusion of
downdrafts, as well as other differences compared with
Lord (1978), are given in the appendixes. This scheme
was used extensively for semiprognostic tests in GKP,
except that for the case following, the entrainment rate
instead of the cloud-top height is used as the spectral
parameter to characterize the cloud. For all the exper-
iments hereafter (unless otherwise stated), up to six
clouds are allowed in the spectrum.

The dataset selected for this study is taken from the
1985 PRE-STORM experiment and was provided by
Dalin Zhang. It describes the evolution of an intense
squall line on 10-11 June 1985. This dataset has been
studied in detail (Rutledge et al. 1988; Johnson and
Hamilton 1988; Zhang et al. 1989; Zhang and Gao
1989) and is well documented. In addition, Zhang et
al. (1989) and Zhang and Gao (1989) used this dataset
for three-dimensional model simulations with the
Fritsch and Chappel (1980, hereafter FC) cumulus pa-
rameterization scheme and the same mesoscale model
used in this study. Analyzed surface pressure fields and
a cross section through the northern part of the squall
line are shown in Fig. 1 for 0600 UTC 11 June (John-
son and Hamilton 1988). The surface analysis fields
show the position of the mature squall line and the
corresponding mesoscale pressure systems, including
the mesohigh, the presquall low, and the wake low at
0300 UTC, which splits into two wake lows by 0600
UTC. The cross section (from Johnson and Hamilton
1988) depicts the position of the rear-inflow jet with
respect to the northern wake low.

3. Description of the methodology

In this section, we will briefly describe the meth-
odology. We will use the terminology of dynamic con-
trol, static control, and feedback in the same way as
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FiG. 1. Analyzed sea level pressure (from Johnson and Hamilton 1988) at 0300 UTC (a), 0600 UTC (b), and a cross section (c)
through the squall line and the northern wake low at 0600 UTC, depicting system-relative flow and relative humidity (from Johnson and
Hamilton 1988).

in GKP to systematically separate assumptions used The dynamic control determines the modulation of
in convective parameterizations. This terminology was  the convection by the environment. It must know
originally introduced by Betts (1974). It splits cumulus ~ where and how strong the convection will be. The
parameterizations from the modeling point of view. feedback specifies the modification of the environment
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by the convection. It distributes the total integrated
heating and drying in the vertical. The static control
determines the updraft or downdraft properties, and
includes such mechanisms as entrainment, detrain-
ment, and microphysics.

a. The dynamic control

Three commonly used assumptions for the dynamic
control are based on environmental stability or mois-
ture convergence. Examples of schemes using stability
assumptions include the Arakawa and Schubert (1974,
hereafter AS), FC, and Kreitzberg and Perkey (1976,
hereafter KP) parameterizations. Stability closures as-
sume that the observed change of the available buoyant
energy is known. This observed change can be sepa-
rated into changes by the larger scale and changes by
the cumulus convection. We can therefore write (see
also AS)

dABy _ dABis  dABcy
dt dt o’

where AB is the available buoyant energy, subscript
LS stands for larger scale, and subscript CU for cumulus
convection. Arakawa and Schubert assume a quasi-
equilibrium between the terms on the right-hand side
of the equation; hence,

dABio
dat

This closure ( the quasi-equilibrium assumption) is used
in the control run (DQEQU). In a true quasi-equilib-
rium assumption, Eq. (3.2) cannot be solved exactly.
One usually minimizes dAB,/dt with a linear pro-
gramming method (Lord 1978). This is also done in
all following experiments that use this closure assump-
tion. Cumulus parameterizations in mesoscale models
frequently assume

(dAB) _AB

ar Jey At

where Ar is some specified time interval over which
the instability is removed. Kreitzberg and Perkey use
this type of closure, without any dependence on larger-
scale motions. Here, we call this a pure instantaneous
stability closure. Fritsch and Chappel use a similar clo-
sure. It is tested in experiment DFC. Note that this
closure, as used in the experiments following, is purely
predictive. It determines the amount of convection as
well as the size of the convective elements. This is in
contrast to the implementation of an instantaneous
stability closure in FC or KP. All of the experiments
hereafter will use the purely predictive scheme, which
selects the cloud sizes internally. The only exception
is described in section 3c. Although an experiment with
a pure instantaneous stability closure (KP) has also

been performed, results were almost identical to ex-
periment DFC and are not shown here.

(3.1)

~ 0. (3.2)

(3.3)
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A second type of closure makes use of the obser-
vation that the convective activity is closely related to
the total moisture convergence (Charney and Eliassen
1964; Kuo 1965, 1974; Anthes 1977) or the integrated
vertical advection of moisture (Krishnamurti et al.
1980, 1983; Molinari 1982, 1985). In most of these
schemes the drying is limited to the amount of inte-
grated moisture convergence, or the integrated vertical
advection of moisture. Fritsch et al. (1976) and GKP,
using very different datasets, have shown that the
moisture convergence is usually not sufficient on syn-
optic scales to explain the rainfall rates. It seemed nec-
essary to allow for a negative moistening parameter b,
or a closure for additional—supposedly unresolved—
mesoscale moisture convergence as proposed by
Krishnamurti et al. (1983). In experiment DKUO, to
simulate the effect of the restriction of the rainfall rates
in Kuo-type schemes, we let the regular cumulus pa-
rameterization determine the rainfall and feedback (if
integrated vertical advection of moisture is positive),
but scale the total rainfall rate R with a proportionality
factor a,(x, y, t) (which is a function of time and space,
but not of cloud type) in accordance with

a
a5, 7, 0(Razow = (Rloxwo = [ w3 dp, (3:)

so that the total rainfall rate will equal the integrated
vertical advection of moisture. Here, w is the vertical
velocity in pressure p coordinates and g is the specific
humidity. Since in the cumulus parameterization used
here all feedback equations have a linear dependence
on the normalized cloud-base mass flux m, (see also
appendix A), «, can readily be used in the calculation
of the feedback.

Recently Frank and Cohen (1987) employed a dif-
ferent idea by introducing a downdraft forcing into the
dynamic control. Their dynamic control is based on
low-level mass-flux convergence. The downdrafts will
cause additional mass-flux convergence, creating sub-
sequent forcing of more convection. This represents a
physically realistic idea and could be implemented in
Egs. (1) or (3). Furthermore, it can be a realistic phys-
ical interpretation for the closure used by Krishnamurti
et al. (1983) (to explain the necessary additional un-
resolved moisture convergence ). The study of this par-
ticular aspect, however, is beyond the scope of this pa-
per. Various moisture convergence closures will be
studied in more detail in a subsequent paper.

b. Feedback and static control

Historically, there are many disparate approaches to
parameterizing the modification of the environment
by convection. The first type is used by some of the
Kuo-type schemes (Kuo 1974; Krishnamurti et al.
1980, 1983; Molinari 1982). This approach envisions
that the convection will tend to adjust the atmosphere
toward a moist neutral state. The feedback then is sim-
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ply dependent on temperature and moisture differences
between the cloud and the environment. Other Kuo-
type schemes (Anthes 1977; Donner 1993) try to es-
timate the vertical eddy-flux term and the condensation
by using a one-dimensional cloud model. As in the
feedback discussed next, this approach means that the
convective effects are being caused by subsidence and
detrainment (Grell 1988), if the assumed clouds have
a steady-state character.

Another approach assumes that the convective
clouds have a purely steady-state character (AS). Con-
sequently, convection influences the environment
through subsidence and detrainment at the top of the
updraft or the downdraft (if downdrafts are parame-
terized). Detrainment around the cloud edges may also
be included. Note that for this approach, it is not im-
portant where (at what level) the latent heat release in
the cloud actually occurs, except where it influences
the magnitude of the cloud mass flux.

A third approach was originally introduced by Frae-
derich (1973) and is also used by KP and FC. It as-
sumes a cloud rises and then instantly decays. Thus,
after subsidence calculations, the convection is sup-
posed to build and decay without a steady-state stage,
and the cloud properties are mixed horizontally with
the subsided environment. A separation into even more
approaches can then be achieved by envisioning clouds
with or without downdrafts. Since some of these feed-
back mechanisms depend strongly on the static control
(entrainment, detrainment, downdraft properties, mi-
crophysics of cloud model), we have constructed the
following set of experiments.

In experiments FDDO, FDDI1, and FDDS we will
test the sensitivity to the downdraft by removing it
completely (FDDO0), weakening it (FDD1), and keep-
ing it stronger (FDDS). The “tuning’ can be achieved
in different ways. The downdraft mass flux in the pa-
rameterization used in this study depends strongly on
the precipitation efficiency 8 or on the entrainment
rate A. Increasing entrainment into the downdraft
slightly, or decreasing the precipitation efficiency, will
both increase the mass flux. Since results from either
experiment were very similar to each other, we will
show only experiments where we linearly decreased
the precipitation efhiciency (FDDS) by 10%, and in-
creased it (FDDI1) by 10%. In experiment FLM, to
simulate a lateral mixing effect, detrainment around
the clouds is assumed to equal the entrainment. Al-
though the detrainment rates could be variable, as in
Kain and Fritsch (1990), the more simplistic approach
was chosen for the scope of this paper.

c. Simplifying the spectrum and the interaction
between clouds: A simple one-cloud scheme

GKP showed that a modified version of the AS
scheme was very insensitive to parameters such as en-
trainment or detrainment. They found that weak or
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no downdrafts, non-mass-flux-type feedbacks, and
some of the dynamic-control closure assumptions lzd
to large errors. Here, in experiment DONE, we will
show that a very simple and highly efficient paramie-
terization, which tries to avoid these errors, may do as
well as the very sophisticated scheme. We will cut the
cloud spectrum to just one extremely simple nonen-
training cloud (updraft and downdraft couplet). This
means that we will prescribe the cloud size as in other
parameterizations (FC, KP). The dynamic control will
not determine the spectrum of clouds but only the
amount and location of convection. Equation (3.2)
does not require a linear programming method, and
has an exact solution. Even in its most complicated
form (using large-scale destabilization for the dynamic
control ), with the use of the discretized version of this
spectral cumulus parameterization scheme described
in appendix B, this scheme becomes very efficient. All
terms dependent on entrainment or detrainment are
zero, the normalized mass flux is constant with height
(=1), the cloud work functions for updraft and down-
draft simply become the available buoyant energy for
updraft and downdraft, respectively. The calculations
become even more simple if moisture convergence or
instantaneous stability is used as the closure in the dy-
namic control. All experiments are summarized in Ta-
ble 1.

4. Results

Figure 2 shows the simulated sea level pressure ficld
and streamlines at 18 h (0600 UTC), as forecast by
experiment DQEQU. Similar to Zhang et al. (1989),
this run simulates the sea level pressure fields remark-
ably well. The generation of the presquall mesolow,
the squall-line mesohigh, and the two wake lows is
captured by the model simulation (compare with ob-
servations shown in Fig. 1). Note the exceptionally
good prediction of the position and intensity of the two
wake lows at 0600 UTC in Oklahoma and Kansas.
Keep in mind that only conventional data were used
to initialize the model, yet it was able to generate the
meso-3-scale features in this 18-h prediction. The
hourly rainfall rates averaged around 0000, 0300, and
0600 UTC (Fig. 2) illustrate the position of the me-
soscale pressure systems with respect to the evolution
of the squall line. The rear-inflow jet is also simulaied
well (a cross section showing the flow normal to the
squall line, and through the northern wake low is shown
in Fig. 3). The magnitude of the jet is probably a little
too strong. Consequently, the wake low is a little in-
tense. Although some of the following experiments
have a similarly good simulation (some might even be
better), we will use results from the experiment
DQEQU as a control run. Note that this does not me¢an
that for this case this particular version of the param-
eterization is the best choice (as will be shown later),
but rather that it is an acceptable choice. As indicated
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TABLE 1. List of experiments. The control run is denoted by DQEQU. Only one assumption at a time is altered (except for experiment
DONE). The table indicates the varied assumption within the framework of dynamic control, static control, and feedback for the particular

experiment.

Experiment name Dynamic control

Feedback and static control

DQEQU quasi-equilibrium assumption
DFC instantaneous stability
DKUO moisture convergence

FDDO

FDDI1

FDDS

FLM

DONE rate of destabilization

no downdrafts
weaker downdrafts
stronger downdrafts
strong lateral mixing
downdrafts

no lateral mixing

BGE) =0

B(i) = B(i) — 0.1
B(i) = p() + 0.1
Aa(i) = A(i)

see section 3¢

by GKP, however, the quasi-equilibrium assumption
seems valid for mesoscale applications, even in sum-
mertime convective situations.

Figure 4 shows sea level pressure fields and stream-
lines at 0600 UTC as predicted by experiments DFC
and DKUO. While for the FC closure results are very
similar to experiment DQEQU, a significant difference
is noted for the moisture-convergence closure used in
DKUO. In experiment DKUO, the mesoscale pressure
systems were not simulated properly. The southern
wake low is almost nonexistent, and the mesoscale high
pressure system covers too large of an area. Note that
the only difference between DQEQU and DKUO is
that the amount of convection has been scaled down
or up to make the rainfall rate fit the integrated vertical
advection of moisture. Figure 5 shows the rainfall rates
at 0000, 0300, 0600 UTC, and the total accumulated
rainfall (convective and nonconvective ) for experiment
DKUO. Here, the differences become obvious. Much
less total rain is produced. Most of this was caused by
the underprediction of the rainfall rates (almost no
rain is predicted) during the first 12 h. This rain was
largely caused by a mesoscale convective complex
(MCC) over eastern Kansas. Integrated moisture con-
vergence was not sufficient to simulate the proper rain-
fall rates. A similar behavior was shown to apply for
larger scales by Fritsch et al. (1976), as well as by GKP.
While the movement of the squall line is simulated
reasonably well for DKUO, the structure again shows
some deficiencies. The mesoscale high pressure system
is too intense, the wake lows almost nonexistent. The
rainfall patterns indicate a wider and less-defined squall
line. Although the underprediction of the rainfall rates
does not come as a surprise, the important influence
that this would have on the prediction of the mesoscale
weather systems was a little unexpected.

Figure 6 shows domain-averaged bias errors (com-
pared to DQEQU) for temperature and moisture at
some selected levels, and for experiments DFC and
DKUO. This figure supports the observation that the

DKUO closure led to less convection, while the DFC
closure led to more convection. Experiment DFC
caused more cooling in low levels, warming in upper
levels, and more overall drying. Note, however, that a
DFC-type closure strongly depends on the choice of
A7 in Eq. (3), which for this case was chosen to be 20
min. Experiments with a pure instantaneous stability
closure as in KP led to almost identical results for this
case. Experiment DKUO gave significantly less drying
over the first 12 h (the time when the MCC over eastern
Kansas and Oklahoma was most active), with less
cooling at the surface and less heating in the upper
levels (Fig. 6b).

Figure 7 compares domain-averaged bias errors for
moisture (shown are errors at selected levels as well as
total integrated values) for experiments FDDO, FDD1,
and FDDS. Quantitatively, the strongest effect of the
downdraft is achieved in the lower troposphere, where
drying and heating is much decreased. Note that this
effect is more intense than the cooling in the surface
layers. Interestingly, as the downdraft strength is in-
creased further, there is a difference in model sensitivity
depending on the type of MCS. While for the MCC
the drying is decreased, for the squall line, the drying
is increased. This points toward the increased impor-
tance of the parameterized downdraft cooling on the
simulated squall-line dynamics. For the MCC, most of
the simulated rain is convective. The model resolution
is not sufficient to allow a large part of the MCC area
to become saturated. As a consequence, increasing the
downdraft strength in the parameterization (through
decreasing the precipitation efficiency) will decrease
the rainfall directly. The possible increase in dynamical
forcing in the fairly weak wind shear—since the down-
drafts have been artificially increased, causing addi-
tional convergence and overrunning—is too weak to
offset this decrease in total rainfall intensity.

The sea level pressure fields and streamlines (Fig.
8) clearly show the importance of the downdrafts in
the static control and feedback. Without downdrafts,
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FiG. 2. (a) Simulated sea level pressure field and (b) streamlines at 0600 UTC. Also shown are 1-h rainfall accumulation
(cm) at (¢) 0000 UTC, (d) 0300 UTC, (e) 0600 UTC, and location (a) of cross section from Fig, 3. Contour interval
is 1 mb for the sea level pressure fields, and 5 mm for the rainfall fields, with the lowest contour at | mm.

there is no resemblance of the mesoscale pressure sys-  in downdraft mass flux of only 10% (FDD1) still sig-
tems to reality, and the squall line moves much slower. nificantly degrades the simulation. On the other hand,
In fact, the squall line is almost nonexistent (see also  more intense downdrafts do not change the simulation
Fig. 9 for a comparison of the rainfall fields). A decrease  significantly. For the simulation without the down-
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FIG. 3. Cross section through simulated squall line at 0600 UTC, depicting (a) system-relative flow and
relative humidity, and (b) speed of system-relative flow. Units for the system-relative flow are in meters per
second, with contours every 10 m s™'. Contour interval for the relative humidity is 20%. Location of cross
section shown in Fig. 2a (approximately as in Johnson and Hamilton 1988).

drafts (FDDO0), almost all rain is convective. The in-
tense heating and drying by this mass-flux-type scheme
in the low levels (through subsidence) is hindering the
explicit moisture scheme from becoming active (re-
member that the explicit scheme needs saturation to
become involved), leading to large errors in this sim-
ulation. This should be expected, especially with this
type of feedback, which assumes all the subsidence oc-
curs inside the grid area. This must—on a 25-km
scale—Ilead to large errors, if the subsidence heating

and drying are overestimated. Note that the best sim-
ulation may be the one with the strongest downdrafts,
where the squall line propagates much faster.

Here, it is interesting to note results from a sup-
porting experiment, which is not described in detail.
As a simple test of how important the parameterized
downdraft cooling was for the simulation, we removed
the downdraft cooling by setting the downdraft de-
trainment in the parameterization to zero. Note that
this is not mass consistent. Furthermore, this does not
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FIG. 4. Sea level pressure fields [(a) and (c)] and streamlines [(b) and (d)] at 0600 UTC for experiments DFC
[(a) and (b)] and DKUO [(c) and (d)]. Contour interval is 1 mb for the sea level pressure fields.

by any means imply a conclusion as to whether the
downdraft cooling in the real atmosphere is of impor-
tance. It is only a test of the parameterized part of the
cooling for this case study. Nevertheless, the results
were interesting. They indicated that the parameterized
downdrafts were not the essential mechanism for cre-
ation of the mesoscale pressure systems. The cooling,
however, seemed of some importance for the evolution
of the squall line. It was clearly less well defined (a bit
broader), and moved more slowly. While for a large-
scale parameterization, for computational reasons, it
might suffice to avoid the overprediction of the heating
and drying in lower levels (maybe by introducing some
sort of downdraft mechanism), a parameterization for
mesoscale applications must do better than that.

Figure 10 shows some results from experiment FLM.
Sea level pressure fields, streamlines, rainfall patterns,
and total accumulated rain again indicate the impor-
tance of feedback assumptions. Lateral mixing clearly
degrades the results in this case, where large detrain-
ment rates were used. The quick moistening and
warming by the mixing led to rapid switch off of the
convective scheme, especially over the first 12 h in
eastern Kansas. Almost all rain in the squall line is
explicitly resolved, and the MCS moves much slower.
It is also less well defined. It should be noted here that
only substantial mixing of environmental air with up-
draft air can cause these problems. Results from runs
with smaller detrainment rates, which are not shown
here, led to almost identical results as in the control
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(a)

(c)

FIG. 5. (a)-(c) One-hour rainfall accumulations, (d) total rainfall accumulations (cm) over 18 h, and (e) total
convective rainfall accumulations for experiment DKUQ. Contour interval is 5 mm; the lowest contour is 1 mm.

run. This should be expected. GKP have shown that
the mixing of very warm and moist updraft air with
the environment can lead to large errors on larger-scale
averages. There is no a priori reason why a parcel with

5° or more of temperature excess should stop ascending
and instantly mix with the environment. Assuming
more reasonable mixing rates, or assuming that the air
that mixes with the environment has much less tem-



7174

0.528€-03 -+ r ' — —— ]
0.3756-03 FC CLOSURE VS CONTROJ

0.221£-03

YT T Y

0.670E-04
-.867E-04

-.2406-03 |

Laaag

-.394E-03

19
~.548E-03

-.702¢-03

TTTTTrorrTTeY

-.B55E-03

T

-.101€-02 o ul L 1 1 Il A 1 1 1 : A
0.0 1.5 3.0 4.5 6.0 7.5 9.0 10.5 12,0 13.5 15.0 16.5 18.0

TIME (HRS)

(c)

0.520€-03 T T T T T T T T T T T

ISTURE CON VS com:

* \\/

7o

0.375£-03

0.221€-03

..,.."ﬂ”
v

0.570E-04

-.867E-04

-.240E-03

-.394E-03

-.548£-03

-.7026-03

TTT YT YTy T I T YTy Ty reyyeT

-.855€-03 [ .

-.101€-02 o Il 1 1 1 1 L Il 1 1 1 A1 3
00 1.5 3.0 45 6.0 7.5 9.0 10.5 12.0 13.5 15.0 16.5 18.0

TIME (HRS)

MONTHLY WEATHER REVIEW

VOLUME 121

(b)

0.223¢+01 T T T T T T T T T

T T
0.178€+01 FC CLOSURE V8 CON’I’ROIi:

0.133¢+01

0.B80E+00

UL B S e E e

~ |

- 9176400 | \ —% ]

0.430E+00

~.186E-0t

-asre0 F
-.1826001 3
b ]
-.226E+01 o i 1 i 1 1 I L 1 L L ( 1
0.0 1.5 3.0 4.5 6.0 7.5 9.0 10.5 12.0 13.5 15.0 16.5 I6.
TIME (HRS)
0.2236+0t T T T T T T T T T T T
Jp— MOISTURE CON VS CONT]]
0.13%€+01 F b
0.880£400 F o 3
; 2 "9 ]
0.4306.00 | / 3
R T e \\g
-.488E400 [ E
-.917E+00 [ ]
-~ F ]
-.1826401 ]
k. 1 1 1 1 1 AL L

-.2286000 Ot 11 J
0.0 1.5 3.0 45 6.0 7.5 9.0 10.5 12.0 13.5 15.0 16.5 18.

TIME (HRS)

F1G. 6. Time section of domain-averaged bias errors of specific humidity {(a) and (c)], and temperature [(b) and (d)] at three sigma
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run. Units are kilograms per kilogram for specific humidity and degrees Celsius for temperature.

perature or moisture excess, will lead to similar results
as in the control run. Cloud models that would prob-
ably avoid these problems in the feedback were pro-
posed by Taylor and Baker (1987) and Kain and
Fritsch (1990).

Next, we will briefly look at the results of the sim-
ulation with the very simplistic one-cloud scheme de-
scribed in section 3. This scheme avoids overprediction
of the subsidence heating, uses a stability closure, and
has intense downdrafts. Figure 11 shows the sea level

pressure fields and streamlines at hour 18, and the
rainfall rates at 0000, 0300, and 0600 UTC. Again, the
simulation shows remarkable resemblance to reality.
The position of the squall line may even be a little
better for this run than for the control run (faster
movement for experiment DONE). “Tuning” of the
downdraft strength would in this case bring the sim-
ulation to even closer agreement (results not shown
here) with run FDDS. This is a rather gratifying result.
It indicates that, for mesoscale applications, it seems
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to make almost no difference whether a spectrum of
clouds is given out of which the dynamic control de-
termines the cloud size by itself, or whether a cloud
size of a large cloud is prescribed as in FC or KP. We
have tried different cloud sizes for this experiment but
found almost no differences in simulations as long as
the clouds were assumed to be tall (entrainment rates
corresponding to radius of more than 3 km; see also
GKP). Computational costs are minimal for this type
of scheme.

5. Conclusions

Zhang et al. (1989) have already indicated the im-
portance of good physical packages, such as explicit
treatment of cloud water, rainwater, snow, and ice.
Furthermore, they have shown the importance of hav-
ing both explicit, as well as implicit, treatments of con-
vection. The results presented earlier agree with those
findings. As a matter of fact, the timing of when the
explicit and when the implicit schemes are active is
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(a)

(b)

RV S

FI1G. 9. (a)~(c) One-hour rainfall accumulations at 0600 UTC for
experiments FDDQ (a), FDDI1 (b), and FDDS (c¢) in centimeters.
Contour interval is 5 mm; the lowest contour is 1 mm.
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very important in these scales. Many of the dependen-
cies of the simulations to parameterization assumptions
can be explained in terms of this timing. Specifically,
we have shown the following:

1) As estimated in the semiprognostic tests, the
quasi-equilibrium assumption, which relates the
strength and the location of the convection to the larger-
scale destabilization, is valid for summertime midlat-
1itude mesoscale applications.

2) In contrast to the semiprognostic tests, the use
of instantaneous stability as a closure in the dynamic
control of a cumulus parameterization scheme did not
lead to significant errors or improvements in the model
simulation. This should be expected, since in a three-
dimensional model simulation large amounts of avail-
able buoyant energy will develop in areas with intense
larger-scale destabilization. It came as a surprise, how-
ever, that no time lag between the two forecasts could
be detected.

3) Integrated vertical advection of moisture as a
closure led to underprediction of the rainfall rates. The
adequate prediction of the rainfall rates was important
for this particular case. Results using this type of mois-
ture convergence closure were significantly degraded.

4) Feedback assumptions are very important in the
midlatitude environment, especially on the mesoscale.
When simulating this scale, the timing when the explicit
moisture scheme kicks in becomes extremely impor-
tant. As in the semiprognostic tests, overprediction of
heating and drying in the lower troposphere introduces
large noncorrectable errors. The explicit scheme does
not kick in at the proper time (if at all). If the lateral
mixing is too strong, the convection is too weak in the
beginning of the simulation, and the explicit scheme
has to carry the whole burden. In this case, the move-
ment of the squall line was much too slow.

5) An Arakawa-Schubert-type spectral parameter-
ization performed well in the high-resolution simula-
tion of a midlatitude MCS if moist convective scale
downdrafts are included in the cumulus parameteriza-
tion and good physical packages are included in the
three-dimensional NWP model. Such physical pack-
ages include a high-resolution planetary boundary layer
parameterization and an explicit treatment of cloud
water, rainwater, ice, and snow rather than just a re-
moval of supersaturation.

6) A very simplistic and highly efficient cumulus
parameterization scheme, which avoids the aforemen-
tioned problems, also leads to an excellent simulation
of the squall line. Although this type of scheme is rather
dull for research applications in the cumulus param-
eterization problem, it could be of much help for op-
erational models.

Since only one dataset was used in this study, the
conclusions have to be somewhat tentative. Current
work is in progress to support the above findings with
other datasets, as well as to study the importance of
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(b)
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FIG. 10. (a) Sea level pressure field and (b) streamlines at 0600 UTC for experiment FLM. Also shown is (¢) the
1-h rainfall accumulation, (d) the total rainfall accumulation over 18 h, and (e) the total convective rainfall accumulation
for experiment FLM in centimeters. Contour interval is { mb for the sea level pressure fields, and 5 mm for the rainfall
fields, with the lowest contour at 1 mm.
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(b)

F1G. 11. (a) Simulated sea level pressure field and (b) streamlines for experiment DONE at 0600 UTC. Also shown
for the same experiment are 1-h rainfall accumulation-(cm) at (¢) 0000 UTC, (d) 0300 UTC, and (e) 0600 UTC.
Contour interval is 1 mb for the sea level pressure fields, and 5 mm for the rainfall fields, with the lowest contour at
1 mm.
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shallow convection, and the many moisture-conver-
gence closures.
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APPENDIX A
The Parameterization of Moist Downdrafts

This appendix describes the inclusion of moist
downdrafts into the equations of dynamic control,
static control, and feedback used in the parameteriza-
tion discussed earlier. They are taken from Grell
(1988). Differences from the original AS scheme as
described by Lord (1978) are pointed out.

a. Static control

All commonly used one-dimensional steady-state
cloud models (plumes, bubbles, or jets) make use of
the assumption that entrainment occurs over the depth
z of the buoyant element according to the entrainment
hypothesis

__1 dm(z) 02
K m(z) 9z = r

; (A.T)

where u is the total net fractional entrainment rate of
the buoyant element, 2 its mass flux (m, for updraft,
my for downdraft), and r its radius. Following AS, the
second part of this equation is not explicitly used. Im-
plicitly, however, the radius of the cloud is assumed to
be constant. Detrainment was originally only assumed
to happen at the cloud top, but this assumption may
easily be varied (Houze et al. 1979; Lord 1978) by
defining a fractional detrainment rate p,; and rewriting
(A.1) for the updraft as

Ll 1
My = Bue = Kud = mu(z) 9z = )
Im,(A, z)| [ 9dm (A 2)
AL el) e

where A\ characterizes the cloud type, u,. is the gross
fractional entrainment rate, and u, the total net frac-
tional entrainment rate of the updraft. Subscripts ent
and det indicate changes due to entrainment and de-

trainment, respectively. Looking at the budget of a
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thermodynamic variable in an infinitesimal layer of
the updraft, we get

om,a, [dm, ~ om,
az az o oz

) ay, + S, (A3)
d

Together with (A.2), this leads to the steady-state
plume equation

W = ﬂuc[&(Z) - au(>" Z)] + Su’
z

where « is a thermodynamic variable, the tilde denotes
an environmental value, and subscript u denotes an
updraft property. Here, S stands for sources or sinks.
Similarly, for the downdraft, we can rewrite Eqs. (A.2)
and (A.4) as

(A.4)

1 dmy(2)
mg(z) Oz

_ 1 omy(A, z)
B md( >\’ Z) [[ 62 ]ent

omy(A, z)
[=22] ) s

Hd = Mde — Hdd = —

%((52—’-2_) - _y'de[&(Z) o ad()\’ Z)} + S, (An6)

where subscript d denotes a downdraft property. For
moist static energy

h(z) = C,T(z) + gz + L§(z), (A7)
Egs. (A.4) and (A.6) simply become
on, (A, z ~
Shdd, z) _ s 1(2) — hu(X, 2)] (A.8)
0z
and
Ohy(\, z 5
IR D) palh(2) — O D (A9)
Next, for the moisture budget of the updraft, we use
ay = qu(A, 2) + qi(X, 2) (A.10)
and
Sy = —comu(N, 2)qi(\, z). (A.11)

Here, S, is the total water that is rained out, ¢ is a
rainfall conversion parameter and could be a function
of cloud size or wind shear, g; is the suspended liquid
water content of the cloud, and g, is the water vapor
mixing ratio inside the updraft. Equation (A.4) can
then be rewritten as

A qu(N, z) + q(A, 2)]
0z

= el §(2) = qu(X, 2) — q@(X, 2)] + S,.

(A.12)
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For the downdraft, the equation for the water vapor
reads

3q4(\, 5
_q%z_Z) = ~1al§(2) — qa(X, 2)] + Sa.

(A.13)
Here, S, is a source, namely, evaporation of rain. As-
suming saturation in updraft and downdraft, we can
make use of the approximate equation

Y
1+«

_ L [ag*

v &\ 0T /,
and 4, here stands for the moist static energy in the
cloud (updraft or downdraft), if saturation is assumed
to calculate S, Sy, and ¢g;. Next, to arrive at a usable
closure, the up- and downdraft mass fluxes are nor-
malized by the updraft base mass flux [ 7,(\)] and the

downdraft base mass flux #,(\) of a subensemble.
Hence, for the updraft,

gc(\, z) =~ g* +

7 1h Oy 2) = F¥@), (A1)
where

(A.15)

mu(X, z) = mp(N)nu(N, z) (A.16)
and
L1z
Hue ™ Mud 7N, 2) oz . (A.17)

Equivalently, for the downdraft we may write
Ma(z) = mo(N)n4(}, 2) (A.18)
and
1 Ina(A, 2)
na(A, 2) a9z

Mde — Mdd = (A.19)

Here, my is the mass flux at the originating level and
N4, Much as in equation (A.16), is the normalized
mass-flux profile.

To leave only one unknown variable, we follow
Houze et al. (1979) and make the originating mass
flux of the downdraft a function of updraft mass flux
and reevaporation of convective condensate. Therefore,
the condensate in the updraft

2T

Cu(N)d\ = mbdk[f

B

(A, Z)Sudz]

= Iim,d\ (A.20)
is apportioned according to
Cu(N)dX = [R.(N) + Ez(M)]dA
=[a(N) + B(N)]C(N)dN, (A21)

where a + 8 = | and E, the evaporation of condensate
in the downdraft for cloud type \ can be written as
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Edx = mo()\)dk[ f ey z)dez]
0

= ImpdA\. (A.22)
From Egs. (A.20)-(A.22), we see that
E d\ = BC,d\ = BIympd\ = Lmgd\, (A.23)
and hence,
mo(A) = _W%;ﬁ)gm = e(N)mp(N). (A.24)

Here, 1 — 8 is the precipitation efficiency. Following
Fritsch and Chappell (1980), it is made dependent on
the wind shear.

To solve these equations, we need to specify bound-
ary conditions as well as some arbitrary assumptions.
For the updraft, we assume

h(zy) = max[h(z)], with z<z,
hu(\, z1) = h*(zr),

where the asterisk denotes a saturation value. Similarly,
for the downdraft,

ha(X\, z) = min[A(2)].

(A.25)
(A.26)

(A.27)

Physically, for both updraft and downdraft, we allow
for maximum buoyancy. The boundary conditions for
the updraft are different than in the original scheme,
which had a rigid dependence on the PBL height. In
the original scheme, the mixed layer was assumed to
be well mixed and the cloud base was located on top
of the mixed layer. In semiprognostic tests (Grell et al.
1991), large variations of moist static energy profiles
were found in very low levels of the troposphere. This
was caused by cold downdraft outflow. Naturally, the
inflow to an updraft will not be a mixture of downdraft
air and the more buoyant air; it is more likely the air
with high, moist static energy from the layer above the
downdraft outflow. Furthermore, compensatory sub-
sidence should continue only to the level from which
the updraft draws its air. Compensatory uplifting may
be required in very low layers of the troposphere be-
cause of downdraft mass flux.

b. Feedback

The governing equations for the larger-scale envi-
ronment were expressed in a convenient form (Schu-
bert 1974) as

8_s dpSw a

+ Ve(p5 =——F,_
r (p5V) + P P '+ LR + Qg
(A.28)
9q _ dpgw d
2 4v. e LA - .
P (pg@V) + > aZFq+, R, (A29)
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where s is the dry static energy (s = ¢,7 + gz). The
convective-scale fluxes are defined as

F_,=F,—LF (A.30)
Fpy=F,+ F, (A.31)

where Fj is the flux of dry static energy, F, the flux of
water vapor, and F; the flux of suspended cloud liquid
water. These are defined as

Fi2) = + [ mO, s 2) = 5@ 1m()dn

— [ 500 a0 ) = 5@ (A32)
Fi2) =+ mh, D@ 2) - 3@ 1m0)ar

= [ nan D 2 = @m0 (a33)

F,(z)EJ;nu()\, )N, 2)mp(N)dX. (A34)

The rainfall (convective-scale sink of cloud water) is
defined as

R(2) = + [ 10, DI, Dm0y

—Lnd(k, 2)qe(\, z)mo(N)dX.  (A.35)

The second terms on the right-hand sides of Eqgs.
(A.32)—(A.35) are due to downdrafts and are zero above
the downdraft-originating level. Below the updraft-air-
originating level, the first terms of the right-hand sides
are zero and only downdrafts affect the larger-scale en-
vironment. Below the updraft-air-originating level, the
convective-scale fluxes due to updrafts are zero. Be-
tween the updraft-air-originating level and the level of
free convection (the LFC), F; and R are set to zero.
Since no liquid water is assumed to be in the environ-
ment as the downdraft, the downward flux due to up-
drafts as well as downdraft fluxes in Eq. (A.33) are
zero. Schubert (1974) showed that convection will not
increase the total moist static energy per unit area in
a column. In essence, only precipitation can change
the dry static energy budget and the total mass of water
vapor. All variables in the flux terms can be determined
from the equations of the static control, except m,(A).
This is determined in the dynamic control, which in-
corporates the closure assumption of the scheme and
is described next.

¢. Dynamic control

Arakawa and Schubert first introduced the cloud
work function, which is an integral measure of the
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buoyancy force associated with a subensemble. Starting
with

dw, _ _dw, dz
o B TR
_ddwi 1 dw}

= = , A.36

didz 2 wedi 2 (A.36)
where B, is the acceleration due to buoyancy and F,
the deceleration due to friction, multiplying Eq. (A.36)
by pu(A, Z)w, (A, z) gives

d w?
. u——: u u _F"
dlp b puwu( B, )

Integrating over the depth of the updraft and using m,
= puWy = My, yields
d (7T

w? J‘ZT
- u A = A uDy — Dy, A.38
dZpr2dZ mb()anBdZ (A.38)

(A.37)

where D is the updraft-scale kinetic energy dissipation.
Equation (A.38) can be written in the symbolic form

L RE, = 40)m0) = DV, (A39)

where 4,()\) is a measure of the efficiency of kinetic
energy generation inside the cloud and is called the
cloud work function. It can also be written as

2T g
zp CPT( Z)

mdA, 2)
1+

Au(N) = [ A\ z) — h*(2))dz,

(A.40)

where v is defined as in Eq. (A.15). Similar to Egs.
(A.36)-(A.38), defining a kinetic energy generation
inside the downdraft leads to

4 KE, = Aa(M)mo(N) — Da(N),

7 (A41)

where A, the measure of the efficiency of kinetic en-
ergy generation inside the downdraft, can be written
as

T g ma(A, z)
w CT(z) 1+y

X [h*(z) — ha(\, 2)1dz. (A.42)

Ay(N) =

Note that dry static energy instead of moist static energy

"would have to be used if subsaturation were assurned.

We can combine Egs. (A.39) and (A.40) and then
make use of (A.24) to yield

d —
— KEot = Aot(AN)Mp(N) — Dia(N),

" (A.43)
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where
Aor(N) = 4,(N) + e(A)Aa(N) (A.44)

is the total cloud work function, which was redefined
as a measure of the efficiency of kinetic energy gener-
ation in updraft as well as downdraft. Next, AS sepa-
rated the change of the cloud work function into two
parts: one is due to the change in the larger-scale vari-
ables,

(G (A45)

7 )LS = F(}),

and one is due to the modification of the environment
by the clouds. Since the cumulus feedback on the larger-
scale fields is a linear function of m;, this term can be
written in the symbolic form

(d—A‘—"—‘) EfK(x, Nymy(NYdN.  (A.46)
dt cu by
Therefore,
dAv , ,
TE=FO)+ | KO Nmy(N)d),  (A4T)
A

where K(A, N') are the kernels. The kernels are an
expression for the interaction between clouds (updrafts
and downdrafts). Equation (A.47) is solved with a lin-
ear programming method (Lord 1978), using various
closures for dA4,,/dt as described in section 3.

In the original version of the Arakawa-Schubert
scheme, the fractional entrainment rate was the pa-
rameter that characterized the cloud. In later papers,
the cloud-top detrainment level was chosen instead.
Assuming a fine vertical resolution, the second choice
will most likely be better numerically, since no inter-
polation is necessary at the cloud tops. In the extremely
unstable environment of the midlatitudes, however, it
is sometimes impossible to calculate “clouds” with
cloud tops in the unstable layers. Entrainment rates
would have to be extremely large to stop cloud growth.
In the experiments following, we therefore chose the
original version, and used the fractional entrainment
rate as the spectral parameter. For differences in the
discretized equations, refer to appendix B.

APPENDIX B

Discretized Form of the Parameterization

Here, again we will focus on differences to Lord
(1978), as well as downdraft discretization. In this
study, the cloud base is a function of time and space.
Note, however, that at a specific grid point the cloud
base will be the same for every member of the suben-
semble. We also distinguish between an updraft-air-
originating level, z,, a downdraft-air-originating level,
Zo, a cloud-base level, z; (the LCL), and a level of free
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convection, zp. (LFC). Here, z, is determined from
condition (A.25) and determines the thermodynamic
properties of the updraft from cloud type i. The air
becomes saturated at z,; condensation will start, but
no convection can occur yet, because the buoyancy is
negative. In some instances this level could be the same
as the LFC. The LFC is of great importance since this
is the level at which the static control starts the cal-
culations of individual convective elements. Since the
air that feeds the cloud originates below the LCL, com-
pensatory subsidence is allowed to reach the originating
level of the updraft air.

For the downdraft, the originating level is also a
function of time and space. If the downdraft exists, it
will always reach the surface.

To be consistent with the discretized equations for
the updraft, we define the mass budget for the down-
draft in layer k as

ek, i) — da(k, i) = nq(k + 0.5, i) — na(k — 0.5, §),
(B.1)

where entrainment and detrainment for the downdraft
are defined as

ek, i) = paeDzgma(k — 0.5, 1) (B.2)
and
di(k, i) = pagzana(k — 0.5, i). (B.3)
Combining these three equations yields
n4(k + 0.5, 1)
= na(k — 0.5, (1 + paedzs — paadzg). (B.4)

Here, we define Az; = z(k + 0.5) — z(k — 0.5). The
discretized form for the downdraft moist static energy
budget reads

ea(k, DHAk)

ha(k+0.5,i)— hy(k—05,1)
2

= nq(k + 0.5, iYh,(k + 0.5, 1)
— nq(k — 0.5, i)hy(k — 0.5, ).
Using Egs. (B.1)-(B.4) in Eq. (B.5) leads to
ha(k + 0.5, 1)

— dy(k, i)

(B.5)

_ halk = 0.5, i)(1.0 — 0.5p40z4) + taeAzah (k)
1+ paelzg — paaldzg + 0.5u4a824 '

(B.6a)

The moisture budget for the downdraft is developed
in several steps. First, the downdraft water vapor mixing
ratio before evaporation, but after entrainment, is cal-
culated. This is done using
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qd(k’ l)
_ 9a(k — 0.5, ))(1 — 0.5044824) + paeBzaG(k)
1+ pg8zg — paadzy + 0.5u40024 )
(B.6b)

Next, Egs. (A.14) and (A.15) give the mixing ratio
that the downdraft would have if saturated, ¢,,. Hence,
the amount of moisture that is necessary to keep the
downdraft from cloud type i saturated in layer & is

gelk, 1) = qalk, ) = gualk, 1). (B.7)

Next, we check whether the updraft produces enough
rain to sustain saturation in the downdraft by requiring
that

S coAz(k)nu(k — 0.5, i)qi(k — 0.5, i)
- 3 i) Az(k)na(k + 0.5, i)q.(k, i) > O.

(B.8)

If this is not the case, a downdraft is not allowed to
exist.

Having defined the discretized versions of the equa-

tions from the static control, we now can describe the
procedure.

Using the larger-scale temperature and moisture
fields (T,, go) at time ¢y, and given a functional or
empirical relationship for ug, pg, and pag, the equations
from the static control are used to calculate .., £,(z,
i)a hd(Z’ l)a qu(Z9 l)’ qd(27 l)s "7u(2, l)’ and ﬂd(Z, 1) for
cloud type i. These are needed to determine the total
cloud work function 4, using

Aot (i) = Au(i) + edq(i). (B.9)

The discretized versions of Eqs. (A.40) and (A.42) to
determine the cloud work functions for updrafts and
_downdrafts are

~.5,1 olk+ .5,
ety LeelE = B0 3 danllt 5.

o

¢C(k - .5 t) + tpc:(k + -5) 1)

)

+d(k, i)
\

k+.5
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k=ktop g
A = k=§FC {m n.(k — 0.5, i)
hu(k — 0.5, i) — h*(k — 0.5)
[ 1+ ~y(k—0.5) :|
X[z(k—1)— z(k)]} (B.10)
and ’
k=sur g
Ay(i) = kzo [m na(k — 0.5, i)
ha(k — 0.5, i) — h*(k — 0.5)
1+ 4(k—0.5)

X [z(k) — z(k — l)]} . (B.11)

The kernels of cloud type i are, by definition, the
changes of the cloud work functions due to another
subensemble, i’. Thus, following Lord (1978), T, and
go are modified by an arbitrary amount of mass flux,
mj At’, from the i’ subensemble. This is done for every
possible subensemble and can be written in the sym-
bolic form

T'(k, i)y = T(k) + 6 {T(k)Im,Ar' (B.12)

q'(k, 1) = q(k) + 8;{q(k)Im,Ar. (B.13)

The & terms, which are changes per unit m,(i), are
easily calculated from budget considerations, as in Lord
(1978). With the downdraft terms, the moist static en-
ergy budget of layer k and cloud type i becomes

[n(k = 5,%) = (i) naolk — .5,5)]d(k = .5)
. | |

{e(k, 1) + €(i)edo(k, ))(k)

[n(k + .5,1) — €(¥)nao(k + 5,9)](k + .5)

§ [

) FIG. B1. Large-scale budget for variable ¢ and layer k per unit mass of cloud type i.
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. SRk, )] = +[m(k — 0.5, i) — e(i)na(k — 0.5, i)]h(k — 0.5)

— [nu(k + 0.5, i) — e(i)na(k + 0.5, )1A(k + 0.5) — ek, i) + e(i)ea(k, )1h(k)

h(k+0.5,7) + h,(k—0.5,i)
2

+d(k, i)

where e,(k, i), d,(k, i), are entrainment and detrain-
ment for the updraft, and Ap(k) is defined by Ap(k)
= p(k + 0.5) — p(k — 0.5). A simple physical inter-
pretation of the terms on the right-hand side can be
understood by looking at Fig. Bi. The first term is the
subsidence on top of the layer, and the second is the
subsidence on the bottom of the layer. This subsidence
is an environmental compensatory mass flux due to

Ap(k)

+ e(i)dy(k, i)

ha(k + 0.5, i) + ha(k — 0.5, i)
2 b

(B.14)

the updraft and downdraft mass fluxes inside the cloud.
Note that below z, the “compensatory subsidence” may
be compensatory uplifting, since in that case only
downdrafts exist. The third term resembles entrain-
ment into the updraft and downdraft; the fourth term
resembles detrainment from the edges of the updraft;
the fifth term resembles detrainment from the edges of
the downdraft.
For the moisture budget,

T 8:1d(k, i)} = +[nu(k — 0.5, i) — e(i)na(k — 0.5, 1)]4(k — 0.5)

~ [k + 0.5, §) — (i)na(k + 0.5, i)14(k + 0.5) — [eu(k, i) + e(i)ea(k, 1)]G(K)

g.(k +0.5,i) + g.(k — 0.5, i)

qd(k + 05, l) + qd(k - 05, l)

+ d(k, i) 5 + e(i)dy(k, @) > (B.15)
At the cloud top, where downdrafts have no effects and updrafts detrain all their mass, Egs. (B.14) and (B.15)
read
@ i h(ktop, )] = —nu(ktop + 0.5, i)h(ktop + 0.5) — e,(ktop, i) (ktop)
h,(ktop + 0.5, i) + h,(ktop, i . .
+ d,(ktop, i) Tu{ktop 2') (ktop, 1) |, (ktop, iyhu(ktop, i), (B.16)
and
Ap(kt
M d;[G(ktop, i)] = — n(ktop + 0.5, i)G(ktop + 0.5) — e,(ktop, i}g(ktop)
W(ktop + 0.5, i) + g.(ktop, i . .
+ d,(ktop, i) 2(KtoP 2’) 9u(K1oD, 1) | ktop, )au(ktop, ). (B.17)

Here, Ap(ktop) = p(ktop + 0.5) — p(ktop — 0.5). Note that in the fourth term we have included the detrainment
of all the cloud mass at the cloud top. Finally, at the surface (the downdraft tops) Eqs. (B.14) and (B.15)

become
Ap(k . )
p(ksur) di[h(ksur, i)] = —e(i)na(ksur — 0.5, iYha(ksur — 0.5) + e(i)n.(ksur, i)hy(ksur, i)
— e(i)eys(ksur — 0.5, i)h(ksur — 0.5) + e(i)dq(ksur, i) ha(ksur, i) + h;(ksur - 0.5, i) (B.18)
and
Ap(k
.D(gsur) d;{G(ksur, i)] = —e(i)na(ksur — 0.5, i)g(ksur — 0.5) + e(i)n.(ksur, i)g,(ksur, i)
— e(i)eq(ksur — 0.5, i)g(ksur — 0.5) + «(i)d (ksur, i) qa(ksur, i) + gy(ksur — 0.5, i) (B.19)

2 >
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with Ap(ksur) = p(ksur + 0.5) — p(ksur — 0.5). Here,
the first term is the compensatory environmental mass
flux, the second term is the detrainment of all down-
draft air at the bottom, the third term is entrainment
into the downdraft, and the fourth term is the detrain-
ment of air around the downdraft edges.

The new thermodynamic fields, 7o(k, ') and
qgo(k, i'), are then used again from the static control
to calculate new cloud properties and a new cloud work
function, A (i', i). Note that T; and gy are now
functions of the subensemble i’. From the definition
of the kernel, we then can calculate the kernels simply
as

A{ot(i,’ i) _ Atot(i)

K(i, i) = =25
b

(B.20)

With this implicit way of calculating the kernels, the
equations from the static control, which depend on the
cloud model and are a separate entity in the code (a
“black box’"), can easily be modified or exchanged in
order to use a more sophisticated cloud model. Note,
however, that in such a case, Eqs. (B.14)-(B.19) may
also need to be modified. Next, we go back to the orig-
inal fields and modify those with the large-scale ad-
vective changes to get

oT
T"(k) =Ty + (—) At (B.21)
at ADV
and
dq
qg'(k)=qgo+ | — At, (B.22)
at ADV

where (B.21)and (B.22) are applied over At = 30 min.
The double prime quantities are then again used by
the static control, which will calculate new cloud prop-
erties, and so new cloud work functions, A4, (i), will
be determined. Next the large-scale forcing—by defi-
nition, the change of the cloud work function due to
large-scale effects only—is calculated using

;,ot(i) - Atot(i)
At )

Note again that the advantage of this implicit way is
that the static control may be easily altered. Further-
more, the accuracy of Eq. (B.23) could be improved
by adding various terms to Egs. (B.21) and (B.22), if
closure is known or empiricism can be assumed. If
downdrafts are included in the scheme, a dynamic ef-
fect of downdrafts for subsequent updrafts could be
modeled as proposed by Frank and Cohen (1987) for
their parameterization.

The large-scale forcing and the kernels are then both
used by the dynamic control to estimate the cloud-
base mass-flux distribution function m,, using an IMSL

F(i) = (B.23)
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(International Math and Statistics Library) subroutine
to solve the linear programming problem. Finally, the
feedback to the larger-scale environment is simply given -

by
oT(k i man .
[7(—)] = 3 SITUIm)  (B24)
ST
a k i;nax .
[%] = 3 silaolm(i),  (B25)
A TR
and the precipitation can be calculated using
imax k=ktop
P=3> > cldz(k)g(k+ 0.5, Ym,(k+ 0.5, )
=1 k=1
imax k=ktop
- > 2 Az(k)gw(k+0.5,10)
=l =)
X mg(k +0.5,1). (B.26)
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