
Development and evaluation of a mosaic approach in the WRF-
Noah framework

Dan Li,1 Elie Bou-Zeid,1 Michael Barlage,2 Fei Chen,2 and James A. Smith1

Received 30 July 2013; revised 3 October 2013; accepted 16 October 2013; published 7 November 2013.

[1] The current Weather Research and Forecasting (WRF)-Noah modeling framework
considers only the dominant land cover type within each grid cell, which here is referred to
as the “dominant” approach. In order to assess the impact of subgrid-scale variability in land
cover composition, a mosaic/tiling approach (hereafter the “mosaic” approach) is
implemented into the coupled WRF-Noah modeling system. In the mosaic approach, a
certain number (N) of tiles, each representing a land cover category, is considered within
each grid cell. WRF simulations of a clear sky day and a rainfall period over a heterogeneous
urban/suburban setting show that the two approaches generate differences in the surface
energy balance, land surface temperature, near-surface states, boundary layer growth, as
well as rainfall distribution. Evaluation against a variety of observational data (including
surface flux measurements, the MODIS land surface temperature product, and radar rainfall
estimates) indicates that, compared to the dominant approach, the mosaic approach has a
better performance. In addition, WRF-simulated results with the mosaic approach are less
sensitive to the spatial resolution of the grid: Larger differences are observed in simulations
of different resolutions with the dominant approach. The effect of increasing the number of
tiles (N) on the WRF-simulated results is also examined. When N increases from 1 (i.e., the
dominant approach) to 15, changes in the ground heat flux, sensible heat flux, surface
temperature, and 2 m air temperature are more significant during nighttime. Changes in the
2 m specific humidity are more significant during daytime, and changes in the boundary
layer height are most prominent during the morning and afternoon transitional periods.
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1. Introduction

[2] Numerical weather prediction and climate models are
typically implemented at horizontal resolutions of 1 km to
100 km. As such, land surface characteristics (e.g., leaf area
index, albedo, and roughness length) can vary significantly
within a single grid cell. This subgrid-scale variability of land
surface characteristics can strongly affect the grid cell
averaged surface fluxes and thus the weather and climate
dynamics, as well as the hydrological cycle [Avissar and
Schmidt, 1998; Chen and Avissar, 1994; Chen and Dudhia,
2001; Chen et al., 2003; Koster and Suarez, 1992a;
LeMone et al., 2008; Li and Avissar, 1994; Molod and
Salmun, 2002]. Generally, the more heterogeneous the
surface is, the more important the subgrid-scale variability
of land surface characteristics will be.

[3] The parameterization of subgrid-scale variability of
land surface characteristics has been the subject of active
research in the past few decades (see Giorgi and Avissar
[1997] for a review). Avissar and Pielke [1989] proposed a
“mosaic/tiling” approach to represent the subgrid-scale
variability of land surface characteristics, which considers a
certain number of patches (or tiles) within a grid cell. The
surface fluxes and surface state variables are first calculated
for each tile (which is usually assumed to be homogeneous)
and then spatially averaged over the whole grid cell; the
atmospheric variables continue to be assumed homogeneous
within a grid cell. While this approach has been adopted by
many mesoscale and global-scale models, the traditional
method without considering subgrid-scale variability of land
surface characteristics is still used in some modern weather
and climate models [see, e.g., Chen and Dudhia, 2001].
This latter approach is usually referred to as the “dominant”
approach because each grid cell is assumed to be entirely
composed of the most abundant tile.
[4] Other methods such as the “composite” approach

[Koster and Suarez, 1992b] and the “statistical-dynamical”
approach [Avissar, 1991; Entekhabi and Eagleson, 1989;
Famiglietti and Wood, 1991] are also available for parame-
terizing subgrid-scale land surface variability. Similar to the
dominant approach, the composite approach also considers
only one homogeneous tile within each grid cell. However,
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the surface properties of this tile are aggregated based on the
properties of all the tiles within the grid cell, which is differ-
ent from the dominant approach that imposes the surface
properties of a single, most abundant land cover type over
the grid cell. The aggregation can be either linear or
nonlinear. The statistical-dynamical approach assumes that
the land surface parameters that are critical for calculating
surface fluxes follow certain probability density functions
(PDFs). The PDF of each of these surface parameters is di-
vided into a number of bins and then surface fluxes are calcu-
lated using these bin values of surface parameters. The fluxes
over the bins are numerically integrated to produce the grid
cell averaged fluxes. This approach is in fact similar to the
mosaic/tiling approach since different tiles considered in
the mosaic approach are likely to have distinct surface pa-
rameters, which could alternatively be viewed as different
bins in the statistical-dynamical approach. In this study, we
will not consider the composite approach and the statistical-
dynamical approach and will only focus on the dominant ap-
proach and the mosaic/tiling approach.
[5] The Weather Research and Forecasting (WRF) model

with the coupled Noah land surface model [Chen and
Dudhia, 2001; Ek et al., 2003; Skamarock and Klemp, 2008]
is adopted to implement and test the mosaic/tiling approach.
In theWRF-Noah modeling framework, the land surface char-
acteristics (e.g., albedo and roughness length) are primarily
functions of land cover types. The current WRF-Noah model-
ing framework considers only the dominant land cover type
within each grid cell (i.e., it uses the dominant approach).
Given the very wide user base of WRF-Noah and its increas-
ing adoption for numerous climatic and environmental appli-
cations [Rasmussen et al., 2011; Talbot et al., 2012; Trier
et al., 2004, 2008, 2011; Wu et al., 2011] , including applica-
tion over highly heterogeneous urban settings [Chen et al.,
2011b; Li and Bou-Zeid, 2013; Li et al., 2013; Ntelekos
et al., 2008; Yeung et al., 2011; Zhang et al., 2009], it has be-
come imperative to develop a mosaic/tiling approach within
the WRF-Noah framework and to assess its performance.

[6] Urban environments provide a good test bed for this
mosaic/tiling approach due to their considerable surface het-
erogeneities and the substantial differences between different
surface types (e.g., impervious surface and vegetated sur-
face). In this study, a specific focus is placed on the perfor-
mance of the mosaic/tiling approach as compared to the
dominant approach in urban settings, including sprawling
suburbs. The hypothesis to be tested is the following:
Despite the high resolution used in numerical simulations
over urban environments (~1 km), subgrid-scale variability
of land surface characteristics continues to be important and
should be accounted for. The availability of high-resolution
(≪ 1 km) land cover data sets allows assessment of this hy-
pothesis [Fry et al., 2011].
[7] The paper is organized as follows: section 2 introduces

the WRF-Noah modeling framework and the experimental
data sets; section 3 presents the WRF-simulated results with
the dominant approach and the mosaic/tiling approach, fo-
cusing on the comparison between WRF simulations and ob-
servations. Section 4 discusses the different sensitivities of
WRF-simulated results with the dominant approach and the
mosaic/tiling approach to the spatial resolution of WRF sim-
ulations and to the number of tiles considered in a grid cell
(N). Section 5 concludes the paper and discusses its implica-
tions. The mosaic/tiling approach will hereafter be simply re-
ferred to as the mosaic approach.

Figure 1. WRF setup and land cover maps over the Baltimore-Washington Corridor.

Table 1. The Land Use Fractions Simulated at the Cub Hill
Meteorological Tower Location When the Dominant and Mosaic
Approaches are Used

Urban
(Impervious)

Urban
(Vegetated) Croplanda Forestb Shrubland

Dominant 50% 50% 0% 0% 0%
Mosaic 20% 20% 30% 28% 2%

aIncluding dry land/cropland and mixed dryland/irrigated cropland.
bIncluding deciduous broadleaf forest and mixed forests.
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2. Methodology and Experimental Data Sets

2.1. WRF-Noah Modeling Framework
and the Mosaic Approach

[8] WRF is a numerical weather prediction system that has
been designed to serve both research and forecasting pur-
poses. It has been widely used for numerous regional climate
and environmental research applications (see Chen et al.
[2011b] for a review of its applications in urban environ-
ments). It is also used for operational forecasting at
National Centers for Environmental Prediction, the Air
Force Weather Agency, and other centers. WRF has several
land surface models coupled to it in order to parameterize
land surface processes and to provide lower boundary condi-
tions. The Noah land surface model is the most widely used
land surface model in WRF [Chen and Dudhia, 2001] and
it is also used in other numerical weather prediction and cli-
mate models (e.g., the Eta model) [see Ek et al., 2003].
[9] As noted in section 1, the current WRF-Noah modeling

framework considers only the dominant land cover type
within each grid cell. Given that land surface characteristics
are principally functions of land cover types, this dominant
approach neglects the subgrid-scale variability of land sur-
face characteristics. In order to assess the importance of this
variability, a mosaic approach is developed and implemented
in this study. The mosaic approach allows users to specify the
number of tiles to be considered within each grid cell and cal-
culates surface fluxes and surface state variables for each tile
using its surface properties such as albedo and emissivity.
The atmospheric properties and soil properties are assumed
to be homogenous over the grid cell when surface fluxes
and surface state variables are calculated for each tile
[Avissar and Pielke, 1989] (see Bertoldi et al. [2007, 2008]
for a discussion of the impacts of this assumption). All prog-
nostic variables are maintained for each tile, some of which
are aggregated to yield the grid cell average variables as
follows:

ϕ ¼ ∑
N

1
ϕiAi

′; (1)

Ai
′ ¼ Ai=∑

N

1
Ai; (2)

where i indicates the rank of the tile and N is the number of
tiles considered in the grid cell. Ai

′ is the normalized area

fraction while Ai is the area of the ith tile. The tile with the
largest normalized area fraction has a rank of 1. ϕi represents
a surface flux or surface state variable of the ith tile and ϕ is
the grid cell average of that variable. In order to simplify
our analysis, N is a constant so each grid cell includes the
same number of tiles. Nevertheless, the value of N can be
modified by the user. Note that if M land cover types are
available in a given land cover data set, N has to be less than
or equal to M.
[10] The key grid cell averaged surface variables needed in

the mosaic approach for coupling WRF to the Noah land sur-
face model are the following: sensible heat flux, latent heat
flux, surface temperature, emissivity, albedo, and momentum
roughness length. Other variables, such as soil moisture, are re-
quired for each tile, but their grid cell averaged values are not
needed. The grid cell averaged surface temperature and emis-
sivity are needed in order to provide the grid cell averaged out-
going longwave radiation, while the grid cell averaged albedo
is needed to provide the outgoing shortwave radiation. These
grid cell averaged outgoing radiation components are equal
to the sum of outgoing components from all tiles, but their
computation as grid cell averages simplifies the implementa-
tion of the mosaic approach in WRF. The grid cell averaged
momentum roughness length is required in order to calculate
the grid cell averaged turbulent transfer coefficients, which
are needed for the calculation of surface momentum and heat
fluxes. The calculations of grid cell averaged surface tempera-
ture and roughness length are different from equation (1). For
the surface temperature, in order to conserve the outgoing
longwave radiation (and hence conserve energy), the grid cell
averaged surface temperature is calculated in the following:

T ¼ ∑
N

1
εiT 4

i Ai
′=∑

N

1
εiAi

′

� �1=4

; (3)

where ε is the emissivity and T is the surface temperature. For
the momentum roughness length (zo), given that its natural
logarithm is usually used, its grid cell averaged value is cal-
culated in the following:

zo ¼ exp ∑
N

1
ln zoið ÞAi

′=∑
N

1
Ai

′

� �
: (4)

[11] More sophisticated models for the average momentum
roughness length have been developed [Bou-Zeid et al.,
2004, 2007] and could be later implemented, but this simple
logarithmic average is sufficient for this assessment. It is also
noted that the thermal roughness length (zoT) and water vapor
roughness length (zoq) are parameterized in WRF as func-
tions of the momentum roughness length and other variables
such as the roughness Reynolds number [see, e.g., Chen and
Zhang, 2009; Zilitinkevich, 1995]; hence, in the mosaic ap-
proach, grid cell averaged scalar roughness lengths are calcu-
lated based on the grid cell averaged momentum roughness
length from equation (4).

2.2. Study Area and WRF Configuration

[12] The study area is the Baltimore-Washington Corridor,
which is a heavily urbanized area, as shown in Figure 1. It in-
cludes complex land surface features, sprawling and hetero-
geneous suburbs, mountains to the west, and land-water
boundaries to the east. These land surface features are typical
of urban settings of the eastern United States, as well as other
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Figure 2. The mean area fractions occupied by N tiles
averaged over domain 3.
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urban environments around the world. This highly urbanized
and heterogeneous landscape provides an excellent test bed
for the mosaic approach. Figure 1 also shows the land cover
map of the region. This land cover information is obtained
from the 30 m resolution National Land Cover Dataset of
2006 (NLCD 2006) [Fry et al., 2011]. The land cover types
are reclassified following the U.S. Geological Survey land
cover classification system.
[13] WRF simulations are conducted using three nested

domains with horizontal grid spacing of 9 km, 3 km, and 1 km,
respectively. All domains use the mosaic approach when it
is applied or all use the dominant approach. The three do-
mains have 100, 100, and 121 grid cells, respectively, in both
east–west and north–south directions. In the vertical direc-
tion, 28 levels are used. The domain configuration is similar
to previous studies [Li and Bou-Zeid, 2013; Li et al., 2013]
that have already examined the land surface processes,
boundary layer dynamics, and the water cycle in this region.
As such, the results of our study can be compared to those of
previous applications.
[14] The WRF version 3.5 is used with the following phys-

ical parameterization schemes: (1) the Dudhia scheme for
shortwave radiation; (2) the Rapid Radiative Transfer Model
scheme for longwave radiation; (3) the 2-D Smagorinsky
scheme for horizontal mixing; (4) the Mellor-Yamada-Janjic
planetary boundary layer scheme; and (5) the Noah land sur-
face model for nonurban surfaces and the original single-layer
urban canopy model (UCM) of WRF for urban surfaces.
When the dominant approach is used, the UCM is applied to
any grid cell that is dominated by an urban category (i.e., the
low-density residential, high-density residential, and indus-
trial/commercial; see Figure 1); when the mosaic approach is

used, the UCM is only applied to the urban tile instead of
the whole grid cell, regardless of its rank within the grid cell.
Note that when the UCM is used, an urban grid cell (the dom-
inant approach) or an urban tile (the mosaic approach) is
further separated into an impervious fraction and a grass-
covered fraction, following the same approach described by
Chen et al. [2011b] (see section 3.1.1 andTable 1 for an example).
This UCM grass fraction is intended to represent urban parks
and lawns and thus captures very small scale variability inside
the built terrain. It is thus distinct from and does not affect the
larger subgrid-scale variability represented by our mosaic im-
plementation. Cumulus parameterization is not used for any of
these domains given that most of our analyses are conducted
in domain 3 [Li et al., 2013; Yeung et al., 2011]. In addition,
one-way nesting is used since most of our analyses focus on
the innermost domain. The initial and boundary conditions
for WRF simulations are taken from the North American
Regional Reanalysis.

2.3. Surface Characterization

[15] The default number of tiles considered in each grid cell
(N) when the mosaic approach is used is 8, unless otherwise
specified when the sensitivity to this number is investigated.
N=8 is chosen for most analyses because the sum of mean
area fractions occupied by eight tiles is over 99%, as can be
seen from Figure 2 that shows the mean area fractions covered
by different numbers of tiles for the innermost, smallest do-
main. In order to illustrate the land cover composition and area
fractions of different ranks of tiles, Figure 3 depicts the land
cover types of the three most abundant tiles and their area frac-
tions within each grid cell in domain 3 (d03). Note that the

Figure 3. (top) The land cover types of the three dominant tiles within each grid cell in the 1 km domain 3
(the legend for land cover types follows the one used in Figure 1; blank areas indicate that there are no second
or third tiles). (bottom) The area fractions of these three dominant tiles within each grid cell in domain 3.
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area fractions shown in Figure 3 are not the normalized area
fractions so that the sum is not unity.
[16] It is clear that the spatial pattern of the first tile within

each grid cell is more organized compared to the spatial
patterns of the other two tiles. Around the urban cores of
Washington D.C. and Baltimore, the first tile is generally
an urban land cover (i.e., low-density residential, high-
density residential, or industrial/commercial). Nevertheless,
the second tile and the third tile show more variability in land
cover types. Some grid cells have the first tile as an urban
surface, but the second or the third tile as other types of
surface. Given that the impervious (urban) surface behaves
strikingly differently from the vegetated surfaces (e.g.,
grassland or forest), it is expected that by considering the
second tile and the third tile (and more tiles) within a grid cell
whose first tile is an urban tile, the surface energy balances
calculated from the mosaic approach will be significantly
different from those calculated from the dominant approach.

2.4. Case Descriptions

2.4.1. Case 1: A Clear Day (14 July 2009)
[17] The first case is a clear day on 14 July 2009, where the

large-scale weather conditions are characterized by a high-
pressure system over the Baltimore-Washington metropoli-
tan area. This case is selected to examine the performances
of the dominant approach and the mosaic approach in captur-
ing the surface fluxes and surface temperatures. The simula-
tion starts at 0000 UTC on 14 July and ends at 1200 UTC on
15 July.
2.4.2. Case 2: A Rainfall Period (21–26 July 2008)
[18] The second case concerns a rainfall period from 21–26

July 2008. This case has been studied in Li et al. [2013]. The
large-scale weather conditions are characterized by a cold front
moving from the northwest toward the southeast of the
Baltimore-Washingtonmetropolitan area. The simulation starts
at 0000 UTC on 21 July and ends at 0000 UTC on 26 July
2008. It is roughly decomposed into three periods: a prestorm

Figure 4. Comparison of the WRF-simulated and measured surface fluxes at the Cub Hill meteorological
tower on 14 July 2009: (a) incoming shortwave radiation, (b) incoming longwave radiation, (c) net radia-
tion, (d) ground heat flux, (e) sensible heat flux, and (f) latent heat flux.
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period (21 July), a major convective rainfall period (22–24
July), and a dry down period (25–26 July). The maximum
rainfall accumulation between 23 July (1200 UTC) and 24
July (1200 UTC) exceeds 100 mm. This case is selected to
examine the different impacts of the dominant and mosaic
approaches on boundary layer growth and rainfall distribution.

2.5. Experimental Data Sets

[19] The extensive observational data available in this re-
gion provide a strong foundation for evaluating the perfor-
mance of the mosaic approach. Since the variables that are
modified at the surface when the mosaic approach is adopted
include sensible heat flux, latent heat flux, ground heat flux,
surface temperature, albedo, and roughness length, observa-
tional data sets of surface fluxes and surface temperatures

are primarily used to assess the performance of the mosaic
approach compared to the dominant approach. Given that
these changes will also induce changes in atmospheric
dynamics and the hydrological cycle, vertical profiles of
potential temperature in the atmospheric boundary layer
and radar rainfall estimates are also used.
[20] The surface flux measurements are taken from the Cub

Hill meteorological tower (39.413°N, 76.522°W). Four com-
ponents of surface radiation (i.e., the incoming shortwave ra-
diation, the outgoing shortwave radiation, the incoming
longwave radiation, and the outgoing longwave radiation)
are available. Sensible heat flux and latent heat flux are calcu-
lated from turbulent measurements of wind speeds, air tem-
perature, and water vapor concentration following the same
computation procedure as Li and Bou-Zeid [2011]. Ground
heat flux is also measured by soil heat flux plates. Details

Figure 5. Land surface temperature maps from (a) MODIS
observations, (b) WRF simulation with the dominant ap-
proach, and (c) WRF simulation with the mosaic approach
at about 1230 P.M. local time on 14 July 2009.

Figure 6. Differences in land surface temperature between
WRF simulations and MODIS observations as a function of
dominant land cover categories: (a) when the dominant
approach is used; (b) when the mosaic approach is used. The
red color denotes tall-canopy land use categories, while
the blue color denotes short-canopy land cover categories.
The urban categories are in green color. (c) The reduced bias
shown is defined as |Bias|dominant� |Bias|mosaic .
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of the Cub Hill site and measurements can be found in
Crawford et al. [2011].
[21] The land surface temperature product from Moderate

Resolution Imaging Spectroradiometer (MODIS) satellite
observations is used to assess the WRF-simulated land sur-
face temperatures [Leroyer et al., 2011; Zhang et al., 2011].
The MODIS product used in our study is the MYD11A1 ver-
sion 5 level 3 product. The cloud-screened MODIS surface
skin temperature is usually available twice a day, once during
daytime and once during nighttime. In this study, only the
daytime MODIS surface temperature is used due to its
good quality.
[22] In order to evaluate the impact of the mosaic approach

on the boundary layer growth, we use vertical profiles of
potential temperature in the lower atmosphere (up to about
4 km above the ground) measured through commercial
aircraft-mounted sensors from the Aircraft Communications
Addressing and Reporting System (ACARS). These measure-
ments are available at the Dulles International Airport (IAD;
see Figure 1) and the Baltimore-Washington International
Airport (BWI; see Figure 1); they are interpolated at hourly
intervals and at 50 m vertical intervals to facilitate the
comparison to WRF-simulated potential temperature profiles.
[23] A long-term (2001–2012), high-resolution radar rainfall

data set has been produced for the Baltimore-Washington area
[Smith et al., 2012]. It is largely based on reflectivity
observations from the Weather Surveillance Radar, 1988
Doppler radar in Sterling, Virginia (KLWX). The reflectivity
observations are first converted to rainfall rate through the
National Weather Service “Z-R relationship” and are then bias
corrected using rain gauge observations [Smith et al., 2012].
The radar rainfall estimates have been used in previous studies

[Li et al., 2013] and will be also employed in this study to as-
sess the impact of the mosaic approach on rainfall modeling.

3. Model Validation and the Implications
of Representing Subgrid-Scale Variability

3.1. Case 1: A Clear Day (14 July 2009)

3.1.1. Surface Fluxes
[24] The Cub Hill meteorological tower is located within a

grid cell whose dominant tile is a low-density residential
urban land cover with an area fraction of 40%. Dry land/crop-
land occupies about 25% of the grid cell, while deciduous
broadleaf forest occupies about 22%. The remainder includes
about 6% mixed forests, 5% mixed dryland/irrigated crop-
land, and 2% shrubland. Note that there are only six tiles at
Cub Hill in the NLCD 2006 data set despite that N= 8 is used
when the mosaic approach is adopted. As such, only the
dominant tile is an urban tile while the other tiles are all
vegetated tiles. If only the dominant tile is considered (i.e.,
the dominant approach), the whole grid cell is treated as
low-density residential urban. When the mosaic approach is
used, more vegetated tiles are included. It is again noted that
when a UCM is used, a grid cell or a tile that is identified as
an urban land will be separated into two parts: an impervious
part and a grass-covered part [Chen et al., 2011b]. Table 1
presents the land use fractions considered at the Cub Hill
meteorological tower location when the dominant and
mosaic approaches are used. As can be seen from Table 1,
this grid point is in fact mostly covered by vegetation.
[25] Figure 4 compares the WRF-simulated surface fluxes

using the dominant and mosaic approaches to the measure-
ments at the Cub Hill meteorological tower location. The

Figure 7. Potential temperature (units: K) in the lower atmosphere (up to 4 km above the ground level) at
the (a–e) Dulles International Airport (IAD, left panels) and the (e–h) Baltimore/Washington International
Airport (BWI, right panels) from 21 July to 26 July 2008. Figures 7a and 7e are aircraft measurements
and Figures 7b, 7c, 7f and 7g are WRF-simulated results with the dominant approach and the mosaic
approach, respectively. Figures 7d and 7h are the differences between the dominant approach and the
mosaic approach.
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fluxes considered here include incoming shortwave radiation
(Figure 4a), incoming longwave radiation (Figure 4b), net
radiation (Figure 4c), ground heat flux (Figure 4d), sensible
heat flux (Figure 4e), and latent heat flux (Figure 4f). As
can be seen from Figures 4a and 4b, the dominant and mosaic
approaches yield very similar incoming shortwave and
longwave radiation. This is expected since the incoming
shortwave and longwave radiation are more dependent on
atmospheric conditions than on surface conditions. Subtle
differences between the two approaches are observed for
the incoming longwave radiation from 16:00 to 24:00, which
is caused by the changes in the atmospheric conditions due to
changes in the surface fluxes. The WRF-simulated incoming
shortwave radiation matches the measurements fairly well,
while the WRF-simulated incoming longwave radiation
shows biases of approximately 50 W/m2 compared to
the measurements.
[26] The differences between the two approaches are

more evident for the net radiation (~ 30 W/m2), the
ground heat flux (~ 70 W/m2), the sensible heat flux
(~ 20 W/m2), and, most notably, the latent heat flux
(~ 100 W/m2); these values listed between parentheses
are the maximum differences between the two ap-
proaches over the simulated diurnal cycle. Compared
to the dominant approach, the mosaic approach clearly
shows better performance in reproducing the net
radiation, ground heat flux, and latent heat flux and
shows a comparable performance in reproducing the
sensible heat flux. In particular, the latent heat flux is
significantly increased during daytime with the mosaic
approach due to the representation of the vegetated tiles
(e.g., dry land/cropland and deciduous broadleaf forest)
and thus matches observation better. Note that most of
today’s urban models have difficulty in reproducing ob-
served latent heat fluxes in cities [Chen et al., 2012;
Grimmond et al., 2011], and hence, the mosaic ap-
proach has the potential to improve simulations of latent

heat fluxes in urban areas. The significant improvements
in the simulated ground heat flux (Figure 4d) and latent
heat flux (Figure 4f) illustrate that the mosaic approach
can capture the surface energy balance more realisti-
cally than the dominant approach. The relatively small
differences in the simulated sensible heat flux between
the two approaches do not imply that the sensible heat
fluxes from different tiles are identical. In fact, the eight
tiles generate distinct diurnal cycles of sensible heat
flux, which are also different from the diurnal cycle of
sensible heat flux when the dominant approach is used
(not shown here). The comparable sensible heat fluxes
are rather due to an accidental match between the flux
from the dominant approach and the average flux from
the eight tiles of the mosaic approach.
[27] Despite the fact that the mosaic approach shows a

better performance than the dominant approach, certain
biases still exist in the simulated net radiation. Close inspec-
tion reveals that this is due to the fact that the albedo value in
the simulations is significantly larger than the measured one,
which has also been observed by Li et al. [2013]. This
implies that an accurate characterization of surface and soil
properties remains a key challenge for numerical weather
prediction models.
3.1.2. Land Surface Temperatures
[28] Section 3.1.1 relies on measurements at a single loca-

tion. In this section, the simulated land surface temperature
pattern over the whole d03 is compared to satellite observa-
tions to yield a more representative assessment of model
performance. Figure 5a shows the observed land surface tem-
perature pattern fromMODIS at about 12:30 P.M. local time.
It is clear that the two cities, namely, Washington D. C. and
Baltimore, are significantly hotter than the surrounding rural
areas. This reflects the urban heat island effect [Grimmond,
2007; Oke, 1982; Shephard, 2005], which can be also seen
in the WRF simulations (Figures 5b and 5c). Note that the
1 km pixel satellite observations are comparable to outputs

Figure 8. Composite profiles of (a–c) potential temperature at BWI and the (d–f) differences between the
dominant approach and the mosaic approach in the lower atmosphere (up to 4 km above the ground level)
for prestorm (0000 UTC, 21 July to 0000 UTC, 22 July), in-storm (0000 UTC, 22 July to 1200 UTC, 24
July), and after storm conditions (1200 UTC, 24 July to 0000 UTC, 26 July ).
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from the WRF d03 with a grid spacing of 1 km. As such, the
differences between WRF-simulated land surface tempera-
tures with two approaches and satellite-observed land
surface temperatures can be quantified.
[29] Previous studies have found that the parameterization

of the thermal roughness length (zoT) is an important control-
ling factor of simulated land surface temperatures during
daytime [Zeng et al., 2012; Zheng et al., 2012]. It also affects
surface fluxes and boundary layer growth [Chen et al., 1997;
LeMone et al., 2008, 2010a, 2010b], as well as warm-season
precipitation [Trier et al., 2011]. Li and Bou-Zeid [Quality
and sensitivity of high-resolution numerical simulation of ur-
ban heat islands, submitted to Environmental Research
Letters, 2013] shows the modified Zilitinkevich relationship
[Chen and Zhang, 2009, hereafter CZ09] yields smaller
biases compared to the MODIS-observed land surface tem-
peratures, particularly for tall-canopy land use categories
(Figure 6, red colors). Therefore, the modified Zilitinkevich
relationship (CZ09) is chosen to parameterize the thermal
roughness length in this study as well.
[30] Figure 6 shows the domain-averaged differences

between WRF-simulated and MODIS-observed land surface
temperatures as a function of the dominant land cover
category in a grid cell. Figure 6a shows the biases when the
dominant approach is used, while Figure 6b shows the biases
when the mosaic approach is used. Since in the dominant
approach a grid cell is solely composed of the dominant land
cover type, the biases shown on Figure 6a are truly the biases
from the dominant land cover categories indicated on the x
axes. This is however not the case when the mosaic approach
is used (Figure 6b). Given that each grid cell includes eight
land cover types (N= 8), the biases shown on Figure 6b also
include biases from other land cover categories (ranks 2 to 8)
besides the dominant land cover categories indicated on the x
axes. Note that the land cover categories in the figures are

ordered such that, from left to right on the x axes, the number
of grid cells dominated by this land cover category in d03
increase (the most common are to the far right). More than
60% of the grid cells in d03 are dominated by low-density
residential urban or deciduous broadleaf forest.
[31] Since the biases in the surface temperature fields

generated by the mosaic approach are different from those
generated by the dominant approach, the differences in the
absolute biases from the two approaches are quantified and
shown in Figure 6c. The reduced biases on the y axes are
defined as the absolute biases from the dominant approach mi-
nus the absolute biases from themosaic approach: |Bias|dominant

� |Bias|mosaic. Thus, when the reduced biases are positive,
the mosaic approach generates smaller biases than the dom-
inant approach and vice versa. As one can see, the reduced
biases are positive for six of the nine land cover types shown
here. In particular, the reduced biases in the two most abun-
dant dominant land cover types (i.e., low-density residential
urban or deciduous broadleaf forest) are positive. If the
average bias in the whole d03 is defined as the sum of biases
from these dominant land cover types weighted by their area
fractions, the reduced bias over the whole of d03 is 0.32°C,
implying an improvement in the simulation of surface
temperature with the mosaic approach. A note is needed
here concerning the large biases that persist for urban land
cover types. These are related to deficiencies in WRF’s
original UCM that were detailed and corrected by Li and
Bou-Zeid (submitted manuscript, 2013) by implementation
of the Princeton Urban Canopy Model (PUCM) [Wang
et al., 2013]. Biases in urban surface temperatures were
reduced to ~1.2°C by this improvement. However, so as to
not confound the effects of the mosaic approach and of
PUCM, and since PUCM is not available in the public
release of WRF, we perform this study with the default
UCM of WRF. The coupling of the implementations of

Figure 9. Total rainfall from 23 July to 24 July (12 UTC to 12 UTC) produced by WRF simulations with
the (a) dominant approach and (b) the mosaic approach. (c) The differences between the two approaches are
shown and (d) measured by the KLWX radar.
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PUCM and the mosaic approach in WRF is under way (the
authors are happy to share the relevant subroutine with
interested users).

3.2. Case 2: A Rainfall Period (21–26 July 2008)

[32] In this section, the performance of WRF with the
dominant and mosaic approaches under rainfall conditions
is evaluated. The focus is on the growth of the atmospheric
boundary layer and on the rainfall distribution.
3.2.1. Atmospheric Boundary Layer Profiles
[33] Figure 7 compares the potential temperature field (up

to 4 km) at the Dulles International Airport (IAD, left panels)
and the Baltimore/Washington International Airport (BWI,
right panels) during the simulation period from 21 July to
26 July. As can be seen from Figure 7, the potential temper-
ature profiles in the lower atmosphere simulated by WRF
with the two different approaches are similar. They also cap-
ture the overall evolution of potential temperature well when
compared to the aircraft measurements. Some differences are
observed between the two approaches, particularly during the
rainfall period (23 July to 24 July), as illustrated in lowest
row of panels of Figure 7. This confirms that changes in
surface fluxes due to the adoption of the mosaic approach
have a nonnegligible influence on the whole atmospheric
boundary layer.

[34] To further quantify this influence and the biases in the
WRF-simulated potential temperature profiles and the differ-
ences between the two approaches, the simulation period is
separated into three phases: the prestorm phase (0000 UTC,
21 July to 0000 UTC, 22 July), the in-storm phase (0000
UTC, 22 July to 1200 UTC, 24 July), and the after storm
phase (1200 UTC, 24 July to 0000 UTC, 26 July). In each
phase, the mean potential temperature profiles from WRF
simulations with the two different approaches are compared
to the mean potential temperature profiles from the aircraft
measurements, as shown in Figure 8. Here only the results
at BWI are shown since the results at IAD are similar.
During the prestorm, the two different approaches produce
similar potential temperature profiles and are in fair agree-
ment with the observations, with a slight warm bias close to
the surface of about 1 K. However, more important differ-
ences between the two approaches, and larger biases for both,
are observed in the atmospheric boundary layer (below 2 km)
during the in-storm and poststorm phases. This is closely
linked to the different rainfall patterns produced by the dom-
inant approach and the mosaic approach, as shall be seen in
Figure 9. During the in-storm phase, the biases are larger than
those observed before, particularly in the atmospheric bound-
ary layer where the biases are ~ 1.5 K. During the poststorm
phase, the biases remain large in the atmospheric boundary

Figure 10. Comparison of WRF-simulated surface energy balances with two different approaches and
three different resolutions (i.e., from d01, d02, and d03) on 14 July 2009: (a) net radiation, (b) ground heat
flux, (c) sensible heat flux, and (d) latent heat flux. The black lines are with the dominant approach and the
blue lines are with the mosaic approach. The filled dots denote the differences between results from d02 and
results from d03, while the circles denote the differences between results from d01 and results from d03.
Results shown here are averaged over selected grid cells of d03 that display high heterogeneity and exclude
water surfaces.
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layer. These results overall indicate that the mosaic approach
produces different results than the dominant approach even
during storm periods when a reduced influence of local
surface fluxes on the atmospheric boundary layer dynam-
ics is expected. They also suggest biases in WRF’s skill
during storm periods that appear to be unrelated to its
surface models.
3.2.2. Rainfall Pattern and Distribution
[35] Previous studies have demonstrated that changes in

calculation of surface fluxes can result in significant changes

in the large-scale rainfall distribution over urban environ-
ments [Chang et al., 2009; Chen et al., 2011a; Li et al.,
2013; Miao et al., 2011; Niyogi et al., 2011; Shephard,
2005; Yeung et al., 2011]. Figure 9 shows the simulated-
storm total rainfall fields from WRF using the dominant
approach (Figure 9a) and the mosaic approach (Figure 9b).
The differences between the two approaches (mosaic-
dominant) are shown in Figure 9c. It is clear that the two
approaches lead to distinctly different rainfall distributions.
The absolute maximum difference at a given location can

Figure 11. Comparison of WRF-simulated surface and near-surface states and boundary layer heights
with two different approaches and three different resolutions (i.e., from d01, d02, and d03) on 14 July
2009: (a) 2 m air temperature, (b) 2 m specific humidity, (c) the east–west component of 10 m wind, (d)
the north–south component of 10 m wind, (e) land surface temperature, and (f) boundary layer height.
The black lines are with the dominant approach and the blue lines are with the mosaic approach. The filled
dots denote the differences between results from d02 and results from d03, while the circles denote the
differences between results from d01 and results from d03. Results shown here are averaged over selected
grid cells of d03 that display high heterogeneity and exclude water surfaces.
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reach up to 100 mm (note the maximum total rainfall is about
120 mm). Figure 9d shows the rainfall distribution estimated
from the radar measurements. Comparing the WRF-simu-
lated and radar-estimated rainfall distributions suggests that
the line structures are well reproduced byWRF; nevertheless,
WRF generates too much rainfall on each line, which was
also observed in previous studies [Li et al., 2013]. Another
notable feature is that, at the maximum rainfall location
shown in the radar estimates (i.e., the northeast corner of
d02 as indicated by a black circle on the figure, which is
downwind of Baltimore), the mosaic approach generates
more rainfall as compared the dominant approach, and the
resulting rainfall distribution from the mosaic approach is
in closer agreement with the radar estimates. The root-
mean-square errors calculated for WRF-simulated total
rainfall fields are 34.7 mm and 30.7 mm for the dominant
approach and the mosaic approach, respectively. The mean
biases are 2.5 mm and 1.7 mm for the dominant approach
and the mosaic approach, respectively. Note that in the calcu-
lation of root-mean-square errors, only places where rainfall
is present in the radar estimates are included, while the whole
area covered by radar is included in the calculation of mean
biases. Hence, it is evident that large biases still exist in the
WRF-simulated rainfall fields when the dominant is replaced
by the mosaic approach, suggesting that these biases are
likely associated with other parts of the WRF-Noah model
or the initial/boundary conditions.

4. Grid Convergence Tests and Sensitivity to the
Number of Subgrid-Scale Tiles

4.1. The Sensitivity of WRF-Simulated Results to the
Spatial Resolution

[36] One possible weakness of the dominant approach is
that the results are likely to change with spatial resolution
since the dominant land cover type may change with resolu-
tion. For example, if a 3 km× 3 km box is composed of 60%
grassland on the west and 40% urban land on the east, a WRF
simulation with a grid spacing of 3 km will have only one
grid cell over the box and will treat this grid cell as if it is
composed of 100% grassland. Nevertheless, a WRF simula-
tion with a grid spacing of 1 km will have nine grid cells over
this box and probably six grid cells will be viewed as grass-
land and the remaining three grid cells on the east will be
viewed as urban land. As such, the results from the simula-
tion with 3 km grid spacing are not likely to match the results
from the simulation with 1 km grid spacing. The mosaic ap-
proach can potentially reduce these discrepancies. In this sec-
tion, the sensitivity of WRF-simulated results with the
dominant approach and the mosaic approach to the spatial
resolution is thus examined. This can be viewed as a grid
convergence test where a numerical model runs at increasing
resolutions until the results cease to change. This would indi-
cate that resolutions finer than this limit are not needed.
When complete convergence cannot be attained, such as with

Figure 12. Differences in surface energy components: (a) net radiation, (b) ground heat flux, (c) sensible
heat flux, and (d) latent heat flux, between simulations with different N values and the simulation with the
dominant approach (N = 1) . Results shown here are averaged over selected grid cells of d03 that display
high heterogeneity and exclude water surface (similar to Figures 10 and 11).
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the WRF simulations performed here, a smaller change in the
outputs with increasing resolution is a positive indicator
since, ideally, numerical model should be implemented such
that they do not depend on resolution.
[37] Figures 10 and 11 show the differences between the

surface energy balances, near-surface states, surface temper-
atures, and boundary layer heights simulated using different
resolutions; these differences are the averages over the area
of d03 for the clear day case. The black lines are with the
dominant approach and the blue lines are with the mosaic
approach. The filled dots denote the differences between
results from d02 and results from d03, while the empty
circles denote the differences between results from d01 and
results from d03. Note that grid cells dominated by water
surfaces are excluded in the averaging since the mosaic
approach is only applied to grid cells that are dominated by
land. In addition, grid cells whose first tile has an area
fraction larger than 70% are also excluded since we aim to
focus on areas with significant heterogeneity. To make a
consistent comparison, when a grid cell in d01 is excluded,
the corresponding multiple grid cells in d02 and d03 are
excluded. The final resulting area where the averaging takes
place is about 9,600 km2.
[38] The differences between d02 and d03 are overall

smaller than those between d01 and d02 suggesting that
WRF convergence improves with higher resolution.
More importantly for this paper, it is clear that the re-
sults with the mosaic approach are generally more

consistent and less sensitive to grid resolution compared
to those from the dominant approach, particularly for
ground heat fluxes (Figure 10b), sensible heat fluxes
(Figure 10c), latent heat fluxes (Figure 10d), and 2 m
specific humidities (Figure 11b) during daytime. For
net radiation (Figure 10a) over the whole diurnal cycle,
ground heat fluxes and latent heat fluxes during night,
the mosaic approach shows a comparable, if not better,
performance when the convergence of results is consid-
ered. Note that even small differences shown in
Figures 10 and 11 can be substantial given that the av-
eraging area is large. For the 2 m air temperatures
(Figure 11a) and surface temperatures (Figure 11e), the
mosaic approach yields slightly larger differences be-
tween d01 and d03 at night, which is consistent with
the larger difference in sensible heat flux between d01
and d03 at night (Figure 10c). Nevertheless, the mosaic
gives smaller differences between d02 and d03 in 2 m
air temperatures and surface temperatures. For 10 m
winds, the two approaches show fairly similar conver-
gence among simulations at different resolutions. It is
interesting to note that for the boundary layer height,
both approaches generate different results with different
resolutions. The differences between the two approaches
are minor compared to the differences caused by chang-
ing resolutions. Overall, the mosaic approach shows a
better or comparable performance when considering the
convergence of results with increasing resolution.

Figure 13. Similar to Figure 12 but the mosaic results are only averaged over the first tiles of those
selected grid cells.
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4.2. The Sensitivity of WRF Results to the Number
of Tiles Considered in Each Grid Cell
[39] The results shown in the previous sections (i.e., sec-

tions 3 and 4.1) are fromWRF simulations with N= 8, where
N is the number of tiles considered in each grid cell.
Theoretically, one expects that as N increases (i.e., more tiles
are included), the results converge to the “truth.” The aim of
this section is to investigate the sensitivity of WRF-simulated
results to the number of tiles considered in each grid cell.
[40] Figure 12 shows the differences between results

obtained with N> 1 (ranging from 3 to 15) and the results
obtained with (N= 1) (the dominant approach) for surface en-
ergy balances averaged over d03 from the simulation with a

resolution of 1 km for the clear day case. Note that there
are only 15 different land use categories present in our do-
main (see Figure 1) so the maximum N value used in our sim-
ulations is 15. Figure 12a shows that the differences in net
radiation range from 0 to �15 W/m2. The differences repre-
sent only 1% changes in net radiation during daytime but
15% changes during nighttime, given that the maximum net
radiation exceeds 600 W/m2 during daytime but is much
smaller during nighttime. One can also note that the sensitiv-
ity to N is larger during nighttime as the differences in the re-
sults with various N values are more prominent. Figure 12b
shows changes in ground heat flux when N changes from 1
(i.e., the dominant approach) to 15. Maximum daytime and

Figure 14. Differences in (a) 2 m air temperature, (b) 2 m specific humidity, (c) 10 m wind speed, (d) 10 m
wind direction, (e) surface temperature, and (f) boundary layer height between simulations with different N
values and the simulation with the dominant approach (N=1). Results shown here are averaged over selected
grid cells of d03 that display high heterogeneity and exclude water surface (similar to Figures 10 and 11).
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nighttime changes exceed 5W/m2, which are about 6% of the
maximum ground heat flux during daytime and about 10%
during nighttime. Figure 12c also shows large differences
in the sensible heat flux between the simulation with the
dominant approach and those with the mosaic approach
(N> 1). Increasing N from 1 to 15 results in maximum day-
time changes of about 15 W/m2 and maximum nighttime
changes of about 20 W/m2. Similar to net radiation, relative
changes in sensible heat flux during daytime (less than
10%) are smaller than those during nighttime, which can be
as large as 100%. In addition, the sensitivity of sensible heat
flux to N is also larger during nighttime. For latent heat flux
(Figure 12d), using the mosaic approach with different N
values yields changes that are slightly larger than 5 W/m2.
Again, for similar reasons, relative changes during nighttime
can be very large because of small latent heat fluxes. We also
stress that the small differences shown here are important
considering the large averaging area (~ 9,600 km2), and also
because they tend to have consistent signs over the diurnal
cycle, suggesting they do not cancel out but rather add up
over a day.
[41] The sensitivity of surface fluxes to N values is caused

by the different surface energy balances over different tiles
and by the different atmospheric states. In order to separate
these two causes, the surface fluxes averaged only over the
first tiles are examined (Figure 13). Comparing Figures 13
and 12 reveals that changes averaged over the first tiles are
quite large and comparable in magnitude to the changes
averaged over the grid cells. This suggests that as N changes,
the atmospheric state changes, altering land-atmosphere
interaction even over the dominant tiles and resulting in
changes in the simulated surface energy balance over the first
tiles, especially during nighttime. The fact that changes in net
radiation, ground heat flux, and sensible heat flux are more
significant during night suggests that these fluxes are
more sensitive to changes in the atmospheric state
during nighttime.
[42] Figure 14 presents the sensitivity of domain-averaged

near-surface states, surface temperatures, and boundary layer
heights to the N value. As can be seen from Figure 14a,
WRF-simulated 2 m air temperatures show substantial differ-
ences among simulations with different N values. The maxi-
mum difference reaches �2°C during daytime and 4°C

during nighttime. Furthermore, the sensitivity is larger during
nighttime than that during daytime, consistent with the larger
sensitivity in sensible heat fluxes at nighttime (Figure 12c).
One can further note in Figure 14e that the results of surface
temperatures display similar features. Similar to the surface
fluxes shown in Figures 12 and 13, these changes are consid-
erably influenced by the changes in fluxes from the first tiles
due to changes in the atmospheric fields. The sensitivity of
2 m specific humidity to the N value is on the other hand
larger during daytime, as can be seen from Figure 14b.
While the 10 m winds (Figures 14c and 14d) converge
quickly with increasing N values for the different mosaic
simulations (i.e., the lines on Figures 14c and 14d almost
collapse), they do indicate significant differences between
all the mosaic results, even with N= 3, and the dominant
approach results. As shown in Figure 14f, the changes in
the boundary layer heights display two peaks at the morning
and afternoon transitional periods, suggesting large sensitiv-
ity of simulated boundary layer heights to the N value when
the surface transitions from heating to cooling of the atmo-
sphere or vice versa. During night, the changes in the bound-
ary layer heights are small as N changes, due to the fact that
the atmospheric boundary layer is less coupled to the surface
and is therefore less affected by the surface conditions.
[43] It can be seen from Figures 12 and 14 that the results

with N= 8, N= 10, and N= 15 are fairly close. The differ-
ences among these cases are noticeably smaller than the dif-
ferences among cases withN= 3,N= 4, andN = 5, suggesting
that the results with the mosaic approach do converge when
N increases. These results in fact motivated our choice of
N= 8 in the previous analyses.

5. Conclusions and Discussions

[44] This study develops a mosaic approach in the WRF-
Noah framework and compares it to the default dominant
approach using high-resolution simulations over an urban
environment. Various experimental data sets have been used
as benchmarks in the comparison. Based on the results, the
following conclusions have been reached.
[45] 1. Compared to measurements and observations, the

mosaic approach shows better (or, in some cases, compara-
ble) performance than the dominant approach in capturing

Figure 15. Downscaled land surface temperature maps from (a) WRF simulation with the dominant ap-
proach, (b) WRF simulation with the mosaic approach with N= 8 at 1400 P.M. local time on 14 July 2009.
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the surface energy balance, surface temperatures, boundary
layer profiles, and rainfall patterns. In particular, it substan-
tially improves the modeled latent heat flux in urban areas.
[46] 2. The mosaic approach generates more consistent

results from simulations with different resolutions than the
dominant approach, indicating faster grid convergence.
[47] 3. Compared to the dominant approach, the mosaic ap-

proach produces different area-averaged surface fluxes,
surface temperatures, near-surface states, and boundary layer
heights. When the number of tiles (N) considered in each grid
cell increases from 1 to 15, changes in the surface energy
balance, surface temperatures, near-surface states, and
boundary layer heights are also observed. For ground heat
flux, sensible heat flux, surface temperature, and 2 m air tem-
perature, changes are more significant during nighttime,
while changes in the 2 m specific humidity are more signifi-
cant during daytime and changes in the boundary layer
heights are most prominent during the morning and after-
noon transitional periods. The results with N= 8, 10, and 15
are quite similar suggesting convergence of the results with
increasing N. The computational costs in terms of wall-clock
time increase by 15% when N= 8 and by 25% when N= 15,
as compared to using the dominant approach. However, these
findings are specific to our study area and a smaller number
of tiles can be considered in other regions depending on the
subgrid-scale distribution of land cover type over the domain
of interest.
[48] Therefore, the hypothesis presented in the introduc-

tion is valid based on our results, that is, despite the fact that
numerical simulations over urban environments are usually
conducted at high-resolution (with a grid spacing of ~ 1 km),
subgrid-scale variability of land surface characteristics
continues to be important and should be accounted for,
particularly in urban regions with considerable surface
heterogeneities and substantial differences between the
physical properties of various surface types.
[49] There are a few implications of this study that are im-

portant to appreciate. The mosaic approach implemented in
this study assumes that the atmospheric properties are uniform
over all tiles in a grid cell. This assumption is often made in the
literature and some previous studies have examined the impact
of this assumption on grid cell averaged fluxes using large-
eddy simulations [see, e.g., Bertoldi et al., 2007, 2008] or even
higher-resolution mesoscale simulations [see, e.g., Molders
et al., 1996]. Bertoldi et al. [2007] discovered the opposing
roles of air temperature and wind speed variability in modify-
ing surface flux. For example, their simulations show that the
air temperature variability tends to decrease the sensible heat
flux over bare soil areas but the variability in wind speed tends
to increase the sensible heat flux. Consequently, they conclude
that due to a partial canceling of these two effects, the com-
bined effect on flux estimation is minor for operational appli-
cations. It is also worth noting that the tiling structure
implemented in this study extends to the subsurface, that is,
there is a distinct soil type associated with each tile.
Nevertheless, due to the unavailability of high-resolution soil
properties data sets, the soil properties of all the tiles are as-
sumed identical within a grid cell. Moreover, from a practical
perspective, using variable soil types might be challenging
since soil variability might not coincide with land cover vari-
ability resulting in the need for a large number of tiles with dif-
ferent soil-land-cover combinations.

[50] In this study, the mosaic approach identifies different
tiles strictly according to the land use/land cover classifica-
tion systems that are associated with the land use/land cover
data sets. It is also possible to combine some tiles based on
their properties. For instance, if one grid cell includes both
broadleaf forest and needleleaf forest, one could combine
them as one “forest” tile instead of treating them as two sep-
arate tiles. This is somewhat similar to the approach adopted
by the Community Land Model where each grid cell can be
composed of up to five land units: glacier, lake, wetland, ur-
ban, and vegetated [Oleson et al., 2010]. Nevertheless, in the
Community Land Model, each land unit can be further
subdivided; for example, the vegetated land unit can include
natural and managed land units [Oleson et al., 2010].
[51] The mosaic approach clearly shows advantages over

the dominant approach in heterogeneous settings such as
the urban environment examined in this study. The two cases
studied here are designed to represent clear sky conditions
and rain conditions, respectively. More case studies and/or
longer simulations need to be performed in the future to con-
firm the encouraging results of these two cases, along with
simulations over other regions.
[52] Theoretically, the mosaic approach is expected to

perform better than the dominant approach by incorporating
more surface information. Nevertheless, other biases and
errors are also likely to be introduced when more calculations
are included in the WRF-Noah framework. Moreover, in
complex numerical models like WRF, reducing biases in one
component of the model does not always yield a reduction in
total model biases due to the possibility that errors from differ-
ent component are partially canceling each other. Over hetero-
geneous areas, this study confirms that the benefits of the
mosaic approach outweigh its potential shortcoming.
[53] Despite the fact that the mosaic approach provides im-

provements in some of the simulated results as compared to
experimental data, significant biases still exist in certain as-
pects of results of WRF when compared to observations,
which seem not to be reducible by the mosaic approach.
For example, correctly characterizing surface properties such
as albedo remains a challenge. The WRF-simulated rainfall
distributions do not resemble the radar-estimated rainfall dis-
tribution. These biases are potentially linked to errors in the
initial/boundary conditions, model dynamics, as well as other
model physics (e.g., in the microphysical schemes) that are
not related to the earth surface and its modeling.
[54] Although the mosaic method is general and can be

applied to any numerical weather/climate model, it requires
land use/land cover data sets that are of higher resolutions
than the model simulations. In this study, the NLCD land
cover data set has a resolution of 30 m and thus is suitable
for examining subgrid-scale variability in urban environ-
ments. At places where such high-resolution land cover data
sets are not available, application of a mosaic approach will
not benefit simulations if their resolutions are comparable
to those of the land cover data set. However, when such
high-resolution land cover data set is available, a potential
output of the mosaic approach that is not possible with other
approaches including the composite and the statistical-
dynamical approach is downscaled surface state maps. To
produce such maps, surface parameters such as surface
temperature, surface fluxes, and soil moisture of a given land
use tile as computed in each grid cell (here 1 × 1 km) are
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taken and assigned to each land use pixel (here 30 × 30 m
from NLCD) in that grid cell, according to its land use.
This allows the development of land surface state maps with
a resolution equal to that of the finer land cover data rather
than the coarser atmospheric model data. Such maps can be
used for example in studies focusing on the biogeochemistry
of the soils in the area or on surface hydrology where high-
resolution information regarding surface conditions is essen-
tial. An example of such a map produced from our simulated
over d03 is shown in Figure 15b and compared to the corre-
sponding surface map produced at the atmospheric model
resolution by the dominant approach (Figure 15a).
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