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ABSTRACT

In this paper, the incorporation of a simple atmospheric boundary layer diffusion scheme into the NCEP
Medium-Range Forecast Model is described. A boundary layer diffusion package based on the Troen and Mahrt
nonlocal diffusion concept has been tested for possible operational implementation. The results from this ap-
proach are compared with those from the local diffusion approach, which is the current operational scheme, and
verified against FIFE observations during 9-10 August 1987. The comparisons between local and nonlocal
approaches are extended to the forecast for a heavy rain case of 15-17 May 1995. The sensitivity of both the
boundary layer development and the precipitation forecast to the tuning parameters in the nonlocal diffusion
scheme is also investigated. Special attention is given to the interaction of boundary layer processes with pre-
cipitation physics. Some results of parallel runs during August 1995 are also presented.

1. Introduction

The vertical diffusion scheme based on local gradi-
ents of wind and potential temperature, the so called
local- K approach, has been in the National Centers for
Environmental Prediction [ formerly, National Meteo-
rological Center (NMC)] Medium-Range Forecast
Model (NCEP MRF) since the early 1980s. In this
scheme, the diffusivity coefficients are parameterized
as functions of the local Richardson number. This type
of scheme has been widely used for atmospheric nu-
merical models because it is computationally cheap and
it produces reasonable results under typical atmo-
spheric conditions. However, as pointed out by many
authors (e.g., Wyngaard and Brost 1984; Holtslag and
Moeng 1991; Stull 1993), such a scheme has many
deficiencies. The most crucial criticism is that transport
of mass and momentum in the planetary boundary layer
(PBL) is mostly accomplished by the largest eddies
and such eddies should be modeled by the bulk prop-
erties of the PBL instead of the local properties. For
example, such a scheme cannot be expected to handle
conditions when the atmosphere is well mixed because
of the ‘‘countergradient fluxes”’ (Deardorff 1972;
Troen and Mahrt 1986; Holtslag and Moeng 1991; Stull
1991, etc.). For these reasons, such a method is not
well behaved for unstable conditions. Recently, in or-
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der to overcome the deficiencies mentioned above,
more sophisticated physical parameterization schemes
have been tested in general circulation models as well
as weather prediction models. One method is to go to
the higher-order closure approaches developed by Mel-
lor and Yamada (1974). Mellor and Yamada level 1.5,
2.0, and 2.5 turbulence closure schemes have been
tested and implemented for short-range forecast models
by Benoit et al. (1989), Pan et al. (1994), and Janjic
(1990), respectively. They showed that a higher-order
closure approach was capable of representing a well-
mixed boundary layer structure. The method is, how-
ever, computationally more expensive due to the ad-
dition of a prognostic turbulent kinetic energy.
Moreover, Ayotte et al. (1996) showed that such high-
order closure schemes were in the strictest sense local
diffusion schemes and had a strong tendency to under-
entrain in the presence of a strong capping inversion.
On the other hand, another type of simple diffusion
scheme, the so-called nonlocal-K approach, has been
proposed recently. Nonlocal diffusion schemes have
been developed by Blackadar (1978), Stull (1984),
Wyngaard and Brost (1984), Troen and Mahrt (1986),
and Pleim and Chang (1992). Stull (1993) gave an
extensive survey of the nonlocal schemes. Among
those schemes, the Troen and Mahrt (1986) concept
has been focused for possible implementation into
weather prediction models and climate models. This
scheme utilizes the results of large-eddy simulation re-
search (Wyngaard and Brost 1984) and is computa-
tionally efficient. Because of its simplicity and its ca-
pability to represent large eddy turbulence within a
well-mixed boundary layer, this scheme has been
widely tested for general circulation models as well as
numerical weather prediction models with further gen-
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eralization and reformulation (Holtslag et al. 1990;
Giorgi et al. 1993; Holtslag and Boville 1993).

For these reasons, we chose the Troen and Mahrt
(1986) scheme in this study. The turbulent diffusivity
coefficients are calculated from a prescribed profile
shape as a function of boundary layer heights and scale
parameters derived from similarity requirements. In ad-
dition to the advantage in matching condition between
the surface-layer top and the Ekman-layer bottom, it
gives the ideal turbulent diffusivity profile proposed by
O’Brien (1970), which is based on the physical cou-
pling that the profile and its first derivative be contin-
uous with height and matches the similarity require-
ment at the surface layer (Fig. 1). Holtslag et al.
(1990) showed, based on a one-dimensional airmass
transformation model study, that this scheme was use-
ful for predicting short-range weather phenomena of
the temperature and humidity profiles in the lower at-
mosphere, the structure of the boundary layer, the
boundary layer height, and the amount of boundary
layer clouds. Giorgi et al. (1993) implemented this
scheme in a second-generation regional climate model
(RegCM2) and showed the impact on the simulated
regional climate over Europe for January and June
1979. Their results showed that this scheme induced an
overall increase in total precipitation amounts. They
also indicated that this scheme decreased the mode of
convective precipitation since the lower levels were
drier due to more rapid upward transport of low-level
moisture. Holtslag and Boville (1993) showed that,
from the test in the Community Climate Model version
2 (CCM2), this scheme was generally better than the
local diffusion scheme in terms of temperature and
moisture profiles. They showed that the low clouds in
the Tropics were shifted upward from the lowest two
model levels to near 850 hPa. They noted that the non-
local approach was promising because it tended to
transport moisture away from the surface more rapidly
than the local approach. There has not been any pre-
vious study that has focused on the interaction of the
PBL scheme with the hydrological cycle in a three-
dimensional prediction model framework even though
they are known to be strongly coupled.

In this paper, we present some preliminary results of
testing the nonlocal boundary layer vertical diffusion
scheme based on Troen and Mahrt (1986) in the NCEP
MRF model for possible operational use. In contrast to
previous studies focusing on the characteristics of
boundary layer development and root-mean-square er-
ror statistics of the forecasts against the local scheme,
we will focus on the interaction between the boundary
layer and the precipitation physics.

The nonlocal vertical diffusion package based on the
nonlocal treatment of boundary layer diffusion is de-
scribed in section 2. A brief introduction of the MRF
model including the local treatment of boundary layer
diffusion is given in section 3. The experimental de-
signs for the FIFE case during 9—10 August 1987 and
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F1G. 1. Typical variation of eddy viscosity K with height in the
boundary layer proposed by O’Brien (1970). Adopted from Stull
(1988).

for a heavy rainfall case during 15-17 May 1995 are
described in section 4, and their results and discussions
are presented in section 5 and 6, respectively. The par-
allel run results during August 1995 are also given in
section 7. Summary and concluding remarks are given
in section 8.

2. The nonlocal vertical diffusion package

According to Deardorff (1972), Troen and Mahrt
(1986), Holtslag and Moeng (1991), and Holtslag and
Boville (1993), the turbulence diffusion equations for
prognostic variables (C; u, v, 8, g) can be expressed

by

oc 0 ocC

o 0z [K(' < Dz %>] ’
where K. is the eddy diffusivity coefficient and vy, is a
correction to the local gradient that incorporates the
contribution of the large-scale eddies to the total flux.
This correction applies to # and ¢ in this study within
the mixed boundary layer. The nonlocal diffusion ap-
proach proposed by Troen and Mahrt (1986), Holtslag
et al. (1990), and Holtslag and Boville (1993) is
adopted for mixed-layer diffusion. Above this layer, the
local diffusion approach is applied to account for free
atmospheric diffusion. In the free atmosphere, the tur-
bulent mixing length and stability formula based on
recent observations (Kim 1991) are utilized. To help
to understand the model results, a brief description of
the formulation including the modifications made for
this study is presented here.

(D

a. Mixed-layer diffusion

As in Troen and Mahrt (1986), Holtslag et al.
(1990), and Holtslag and Boville (1993), the momen-
tum diffusivity coefficient is formulated as
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where p is the profile shape exponent taken to be 2, k
is the von Kdrmén constant (= 0.4), z is the height
from the surface, and # is the height of the PBL. The
mixed-layer velocity scale is represented as

W = u*¢;]9 l

NG

where u,, is the surface frictional velocity scale] and ¢,
is the wind profile function evaluated at the top of the
surface layer. The countergradient terms for 6 and g are
given by
(w'ec") .
Ye=b = 4)
where (w’c’) is the corresponding surface flux for 6
and ¢, and b is a coefficient of proportionality. To sat-
isfy the compatibility between the surface-layer top and
the bottom of the PBL, the identical profile functions
to those in surface-layer physics are used. First, for the
unstable and neutral conditions [ (w'8]), =< 0],

0.1n\ "'/
¢m=<1_16T> , foruandv (5)

0.1\ . '
b, = (1'— 16 T) , for @ andgq,

while for the stable regime [(w’6]), > 0],

0.1k
¢’m=¢:—<1+5*‘L—),

(6)
where h is again the boundary layer height, and L is
the Monin—Obukhov length scale. The top of the sur-
face layer is estimated as 0.14. To determine the b fac-
tor in (4), the exponent of —1/3 is chosen to ensure the
free-convection limit. Therefore, we use the following
approximation:

b, = ( 6 ) ~~ (1 12 ) 7)

Following the derivation of Troen and Mahrt.(1986)
and Holtslag et al. (1990), the right side of (7) leads
to b = 7.8. The boundary layer height is given by

0.l U(R)|?
g(gu(h) - 9\“) ’

where Rib,, is the critical bulk Richardson number,
U(h) is the horizontal wind speed at 4, 8, is the virtual
potential temperature at the lowest model level (about
30-50 m from the surface in the operational version of
the MRF model), the 6,(4) is the virtual potential tem-
perature at #, and 6, is the appropriate temperature near
the surface. The temperature near the surface is defined
as

h = Rib,, (8)
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where 67 is the scaled virtual temperature excess near
the surface. In preliminary tests, §; sometimes could
become too large when the surface wind is very weak,
resulting in unrealistically large /. This large & due to
unrealistic 8, does not harm the results because the dif-
fusivity coefficients are usually very small in these sit-
uations, but it is not desirable for diagnostic purpose.
For this reason, we put a maximum limit of 6, as 3 K.
The eddy diffusivity for temperature and moisture
(K, is computed from K, in (2) by using the rela-
tionship of the Prandtl number, which is given by

&, 0.1h
Pr=(—t + bk——
r <¢m+bkh)’

where Pr is a constant within whole mixed boundary
layer.

Numerically, the boundary layer height, A, is ob-
tained iteratively. First, / is estimated by (8) without
considering the thermal excess, 8. This estimated # is
utilized to compute the profile functions in (5)—-(7),
and to compute the mixed-layer velocity w, in (3). Us-
ing w, and 0, in (9) h is enhanced. With the enhanced
h and w,, K, is obtained by (2), and K, by (10). The
conuntergradient correction terms for § and g in (1) are
also obtained by (4).

(10)

b. Free atmosphere diffusion

The local diffusion scheme, the so-called local-K ap-
proach (Louis 1979), is utilized for the free atmo-
sphere. It is the current operational scheme for the en-
tire atmosphere. In this scheme, the vertical diffusivity
coefficients for momentum (m; u, v) and mass (¢; 6,
g ) are represented by

K, = I’ f.. (Rig) ou (11)
0z

in terms of the mixing length /, the stability functions
fn: (Rig), and the vertical wind shear, |0U/90z|. The
stability functions f,,, are represented in terms of the
local gradient Richardson number [Rig = (g/T)(08,/
02)(|8U/0z|)?] at a given level. Computed Rig is
bounded to —100 to prevent unrealistically unstable re-
gimes. The mixing length scale / is given by

L_t 1
l kZ 7\0 ’
where k is the von Karman constant (= 0.4), z is the
height from the surface, and A\ is the asymptotic length
scale (= 30 m). Note that \, is 250 m in the current
operational model. This is reduced because the unstable

regime within the mixed layer is now taken into ac-
count by the nonlocal diffusion scheme. Kim (1991)

(12)
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proposed the turbulent mixing length scale of 30 m for
the neutral free atmosphere based on the aircraft ob-
servation data analysis.

The stability functions f;, ,(Rig) differ for stable and
unstable regimes. For the stably stratified free atmo-
sphere (Rig > 0), we adopt the formula of Kim
(1991):

0.15
Rig + 3.0°

Pr = 1.5 + 3.08Rig.

fi(Rig) = e7*# + (13)

For the neutral and unstably stratified atmosphere (Rig
= 0), we use the same stability formula for the surface
layer (5) except we replace z/L by Rig.

We also introduce the background diffusion (K, = 1
m? s ') to account for the numerical diffusion so that
the computed K, by (2)—(13) is bounded between 1
and 1000 m? s~'. Here, Pr is set between 0.25 and 4.0.

With the diffusion coefficients and countergradient
correction terms computed in (2)—(13), the diffusion
equations for all prognostic variables, (1), are numer-
ically solved. Implicit time integration with spectral fil-
ter developed by Kalnay and Kanamitsu (1988) is ap-
plied to remove occasional large amplitude oscillations.

3. The MRF model

The NCEP MRF model is a global spectral model
(Sela 1980). Comprehensive documentation of the
model is provided by the NMC Development Division
(1988), with subsequent model developments sum-
marized by Kanamitsu (1989), Kalnay et al. (1990),
and Kanamitsu et al. (1991). The model considered in
this study is the current operational forecast model as
of June 1995. The model physics include long- and
shortwave radiation, cloud—radiation interaction, plan-
etary boundary layer processes, deep and shallow con-
vection, large-scale condensation, gravity wave drag,
enhanced topography, simple hydrology, and vertical
and horizontal diffusions. Model initial data are ob-
tained from the 6-h Global Data Assimilation System
(GDAS) using the spectral statistical interpolation
(SSI) method (Parrish and Derber 1992). No other ini-
tial adjustment between wind and mass fields is done.
Since the surface, boundary layer, and precipitation
physics are very important aspects to this study and
have been significantly changed recently, a more de-
tailed description of these parameterizations will be
presently described.

a. Surface layer and boundary layer physics (local
diffusion scheme)

A detailed description of the surface layer and
boundary layer physics in the current operational MRF
model was described by Betts et al. (1996). The cur-
rent MRF model utilizes the two-layer soil model of
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Mahrt and Pan (1984), Pan and Mahrt (1987) with
some modifications based on Pan (1990). The soil
model includes soil thermodynamics and soil hydrol-
ogy, both modeled as a diffusion process. The evapo-
ration process in the surface energy balance is modeled
by three components: direct evaporation from the bare
soil surface, transpiration through the leaf stomate, and
reevaporation of intercepted precipitation by the leaf
canopy.

As summarized in the introduction, there is no ex-
plicit boundary layer parameterization in the current
MRF model. A local stability-dependent diffusion
scheme described in section 2b, the so-called first-order
local-K approach following Louis (1979), is used for
the boundary layer as well as the free atmosphere. The
coefficients of diffusion are computed in (11) and
(12). The differences of the operational vertical dif-
fusion scheme from the approach described in section
2b are in the determination of stability parameter f,,
for the neutral and unstably stratified atmosphere, and
asymptotic length scale \,. The current MRF model
uses an asymtotic length scale of 250 m. The opera-
tional diffusion scheme uses the integrated formula of
surface layer profile functions in (6) for the neutral and
unstably stratified atmosphere instead of adopting
(13). The computed coefficients of diffusion are
bounded between 0.1 and 300 m? s ~*.

b. Precipitation physics

Precipitation is produced both from large-scale con-
densation and from the convective parameterization
scheme. The large-scale precipitation algorithm checks
supersaturation in the predicted specific humidity, and
latent heat is released to adjust the specific humidity
and temperature to saturation. Evaporation of rain in
the unsaturated layers below the level of condensation
is also taken into account.

The current operational version of deep convection
scheme (NCEP scheme) follows Pan and Wu (1995),
which is based on Arakawa and Schubert (1974), and
simplified by Grell (1993) with a saturated downdraft.
The primary differences between Pan and Wu (1995)
and Grell (1993) lie in the closure [the NCEP scheme
uses the original Arakawa—Schubert closure; Lord
(1978)] and the treatment of subcloud layers (the
NCEP scheme allows entrainment of updraft and de-
trainment of downdraft). In the scheme, mass flux of
the cloud is determined using a quasi-equilibrium as-
sumption based on this threshold cloud work function.
The level of maximum moist static energy between the
surface and about 400 hPa is used for an updraft-air
originating level. Convection is suppressed when the
depth between the updraft-air originating level and the
level of free convection exceeds a certain threshold.
Cloud top is determined as the first neutrally buoyant
level searching from the highest model level down-
ward.



2326

'

In this study, we use an updated version of the con-
vection scheme. Major differences from the operational
version are as follows. The scheme has been changed
to allow convection in disturbed atmospheric condi-
tions to effectively eliminate the convective available
potential energy (CAPE), to search for cloud top from
the cloud base upward rather than from the tropopause
downward, and to allow shallow clouds to detrain early
with no downdraft. In preliminary experiments, these
modifications led to improvements of precipitation
forecasts by removing widespread light precipitation,
and by producing more organized heavy precipitation.
Also, by searching for cloud top from the bottom up,
morning development of convective precipitation was
partially suppressed, which was pointed out as a prob-
lem by Betts et al. (1996).

4. The experimental design

In this study, we use the operational version of the
model, which has a horizontal resolution corresponding
to the spectral truncation of T126 (triangular truncation
at wavenumber 126) and a vertical resolution of 28
layers in the sigma (o) coordinate system. The lowest
model level has a ¢ of 0.995 which corresponds to
about 30—50 m above the surface.

Three different experiments are designed in the
three-dimensional model framework, and are summa-
rized in Table 1. In the table, the ‘‘nonlocal diffusion
scheme’’ refers to turbulence diffusion described in
section 2, while the ‘‘local diffusion scheme’’ refers to
that described in section 3a. The updated convection
package includes the modifications illustrated in sec-
tion 3b against the operational version of convection.

First, the 24-h forecast experiments are designed to
diagnose the characteristics of the nonlocal diffusion
package (ND) against the local scheme (LD) as well
as the high-resolution observations during the 1987
First ISLSCP (International Satellite Land Surface Cli-
matology Project) Field Experiment (FIFE). This ex-
periment is designed to systematically distinguish the
intrinsic differences between the local and nonlocal ap-
proaches in the MRF model, which in turn will help us
to understand the interactions between the boundary
layer and the precipitation physics (to be discussed in
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section 6). In this experiment, initial conditions is de-
rived from the T62 resolution reanalysis datasets (Kal-
nay et al. 1993; Kistler et al. 1994 for a brief overview
of NMC/NCAR Reanalysis project). We will also
present the results for the 9—10 August 1987 case com-
paring against the current operational diffusion scheme
(local diffusion scheme) as well as observations as in
Betts et al. (1996). This case is chosen not only be-
cause it is characterized by a clear sky, summertime
boundary layer situation, but also because the compar-
ison of the local diffusion scheme with observations is
well documented by Betts et al. (1996). The FIFE sur-
face flux, surface meteorological data, and upper-air
sonde data used for the verification of model output are
the same to those used in Betts et al. (1996), and the
details of the production of the data are described in
Betts et al. (1993). For the verification of boundary
layer structure, the upper-air sonde data launched every
90 min were used. We use the 20-hPa interval pressure
data averaged from the 5-hPa interval data on CD-
ROM for comparison with the model results. The cor-
responding model forecast output is made every 20 min
at the closest grid point to the FIFE site.

In addition, a series of runs with the nonlocal bound-
ary layer scheme has also been made to investigate the
sensitivity of each component of the scheme. Four dif-
ferent sensitivity experiments are designed (i) to eval-
uate the role of the countergradient term by removing
the thermal excess (b = 0) in (1); (ii) to investigate

. the sensitivity of the boundary layer height by increas-

ing the critical Richardson number Rib,, from 0.50 to
0.75 in (8); (iii) to examine the impact of the diffu-
sivity profile shape by increasing the shape exponent p
from 2 to 3 in (2); and (iv) to examine the impact of
countergradient terms by increasing the thermal excess,
the proportionality parameter, b, from 7.8 to 11.7 in
(4). The parameters are each increased by a factor of
50% except for the removal of the countergradient term
in (i) (b = 0). 4

According to Betts et al. (1996), the surface fluxes
produced by the MRF model appeared to be satisfac-
tory for most of the FIFE 1987 comparison. They at-
tributed this success to the realistic treatment of evap-
oration processes based on Pan and Mahrt (1987). In
regard to the boundary layer structure, they pointed out

TABLE 1. Summary of experimental designs.

Experiment Code Description Convection scheme Vertical diffusion

FIFE 1987 LD Local diffusion experiment Updated Local

ND Nonlocal diffusion experiment Updated Nonlocal
Heavy-rain case OPN Operational physics experiment Operational Local

LD Local diffusion experiment Updated Local

ND Nonlocal diffusion experiment Updated Nonlocal
Parallel run MRY Opérational physics experiment Operational Local

MRX Nonlocal diffusion experiment Updated Nonlocal
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Fic. 2. Time—pressure cross sections of the eddy diffusivity (m s72) calculated with the local (dotted)
and nonlocal (solid) schemes and for (a) thermal and (b) momentum.

that the model typically underpredicted the boundary
layer depth because the current vertical diffusion
scheme did not properly represent entrainment at the
boundary layer top. This defect was more serious for
the profile of moisture than potential temperature. They
noted that the boundary layer scheme often trapped
moisture just above surface layer and did not mix the
moisture upward efficiently. We expect that this defect
can be overcome by employing the nonlocal boundary
layer diffusion scheme.

Second, a short-range forecast experiment is per-
formed during 15—-17 May 1995 in order to investigate
the interaction of the PBL and the precipitation physics.
In this experiment, initial data are obtained from the
operational GDAS (Kanamitsu 1989). The model is
integrated for 48 h starting at 1200 UTC 15 May 1995.
Daily precipitation amounts resulting from the nonlocal
diffusion (ND) and local diffusion (LD) schemes are
compared and verified with observations. The impact
of the change in the convection scheme described in
section 3b is also discussed by comparing the LD and
operational physics (OPN) experiments. The impact of
the Rib,, in (8) on precipitation forecasts are also ex-
amined. The results employing Rib,, of 0.25 and 0.75
in ND are presented and compared with the control run
in which Rib,, is 0.50. The sensitivity of other param-
eters in ND tested in the FIFE 1987 is also discussed.

Finally, the precipitation verification scores from
parallel runs with the new vertical diffusion scheme
and the modified convection scheme (MRX) during
August 1995 will be compared with the scores from the
forecasts with the operational model physics (MRY).

S. The FIFE 9-10 August 1987 experiment

a. Comparison of local and nonlocal diffusion
schemes

Figure 2 compares the temporal evolution of the ver-
tical distribution of eddy diffusivity coefficients for
mass and momentum. The general features are quite
similar for the two schemes. Both diffusivities gradu-
ally increase from sunrise up to midafternoon, and de-
crease relatively quickly near sunset. It is noted that the
local scheme roughly produces the parabolic shape in
the vertical during the daytime even though the coef-
ficient is locally determined. This may be due to the
fact that the PBL development for both 9 and 10 August
is typical of a well-mixed boundary layer on clear days.
There are nevertheless considerable differences in the
details. The nonlocal scheme gives a rapid develop-
ment and decay of diffusivity in the morning and near
sunset with larger values at higher levels compared
with that from the local scheme. Because of the pre-
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scribed parabolic profile and a surface flux relationship,
the nonlocal scheme experiment produces a profile of
eddy diffusivity in the vertical that is comparable to
that proposed by O’Brien (1970) in Fig. 1. The evo-
lution of diffusivity within the nonlocal scheme reflects
the diurnal cycle of turbulent kinetic energy derived by
Yamada and Mellor (1975) from the simulated turbu-
lent kinetic energy (TKE) for the Wangara case. In
regards to the TKE, the evolution of diffusivity with
the nonlocal scheme indicates a dramatic increase of
TKE during the diurnal cycle. An increase in TKE from
a small early morning value to a larger early afternoon
value represents a net storage of TKE in the air. During
the later afternoon and evening, a net loss of TKE oc-
curs when dissipation and other losses exceed the pro-
duction of turbulence. This diurnal variation of TKE is
found in Louis et al. (1983 ) from surface observations.
The nonlocal scheme used in this study has an advan-
tage in this regard because its formalism is strongly
coupled to the surface energy budget. Meanwhile, the
large diffusivity at about 850 hPa after sunset in the
local scheme implies an overestimated mechanical tur-
bulence in the free atmosphere above the boundary
layer. This can be attributed to excessive entrainment
over the PBL top. It is likely that the mixing length of
250 m used in the local scheme is too large for night-
time turbulent mixing, while it is appropriate for the
mixed-layer turbulence during daytime. Therefore, the
-overestimated entrainment over the boundary layer top
after sunset pointed out by Betts et al. (1996) can be,
in part, overcome with the nonlocal diffusion package.
Another important characteristic can be seen in the dif-
ferences between diffusivity for momentum (K, ) and
mass (K,). The K,,, and K, are very similar in the local
diffusion experiment, while they differ in magnitude
for the nonlocal scheme. In the nonlocal scheme ex-
periment, K, is larger for unstable atmosphere and
smaller for stable atmosphere, which are coincident
with the surface profile functions in (5) and (6).

In Fig. 3, the evolution of the potential temperatare
profile for the local and nonlocal experiments are com-
pared with the observed radiosonde data from FIFE.
For potential temperature, it is apparent that the local
scheme produces a weakly unstable boundary layer
around noon local time (1845 UTC, Fig. 3a) and in the
late afternoon (2145 UTC, Fig. 3b), and that the PBL
depth is 30-40 hPa lower than that which is observed.
This unstable and shallow boundary layer can be at-
tributed to a well-known problem where turbulence is
represented by local variables without considering the
countergradient correction. The model thermal profile
needs to be slightly unstable in order to transport heat
and moisture upward as countergradient transport is not
permitted in this scheme. In contrast, it is quite clear
that the nonlocal scheme is able to circumvent those
problems by maintaining a near-neutral profile as the
PBL grows. The nonlocal scheme tends to slightly
overestimate the boundary layer depth by 10—-20 hPa
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Fic. 3. Comparisons of boundary layer profiles of potential tem-
perature (K) for the 9—10 August sonde averages (shaded lines) with
averages from the nonlocal (solid lines) and local (dotted lines)
schemes for (a) 1845 UTC and (b) 2145 UTC.

with a more stable layer above the boundary layer. The
difference between the local and nonlocal diffusion ex-
periments is more prominent in the mixing ratio profiles
in Fig. 4. The nonlocal scheme is capable of reproduc-
ing a deeper mixed layer by 30—40 hPa with a better
vertical structure near noon (1845 UTC, Fig. 4a) and
in the late afternoon (2145 UTC, Fig. 4b) and the pro-
files are closer to what is observed. It is all the more
remarkable because such a well-mixed boundary layer
is produced in a three-dimensional model with a rela-
tively coarse resolution. On the other hand, the non-
local scheme tends to underestimate the moisture
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FIG. 4. As in Fig. 3 but for mixing ratio (g kg™').

within the PBL by 1 g kg ' near solar noon (Fig. 4a).
This underestimated moisture can in part be related to
colder and drier low-level atmospheric profile at the
initial time than the FIFE observation as indicated by
Betts et al. (1996). Note that the reanalysis data used
as the initial data in this experiment were generated
from the MRF model version, which does not incor-
porate recent changes of model physics described in
section 3. It is, therefore, expected that the results could
be improved if the initial data is produced from the
GDAS with compatible model physics. Meanwhile, the
sensitivity of the surface layer energy budget to both
local and nonlocal diffusion approaches was not sig-
nificant (not shown).
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b. Sensitivity of the parameters in the nonlocal
scheme

The comparison of vertical profiles for potential tem-
perature and mixing ratio is shown in Fig. 5 for 2145
UTC from the nonlocal scheme with each of the sen-
sitivity experiments discussed in section 4. It is appar-
ent that the impact of the removal of countergradient
effect and the increase of exponent term p is relatively
large. There is very little impact found by the increase
in Rib, as well as the factor b, which controls coun-
tergradient mixing and thermal excess. In the experi-
ment of the removal of the countergradient term, it is
clear that nonlocal turbulent mixing due to the coun-
tergradient effect plays a role in stabilizing the structure
and in creating a deeper boundary layer depth. This is
shown more clearly in the mixing ratio than in the po-
tential temperature profile. However, the countergra-
dient term is not fully responsible for the difference
between the local and nonlocal diffusion schemes. The
countergradient term impact can explain roughly half
of the differences between the local and nonlocal
schemes. This implies that the cubic shape is also im-
portant in the nonlocal scheme. We have also found
that the impact of the nonlocal mixing due to mixing
ratio countergradient effect was negligible (not
shown). It is interesting to note that the impact of ex-
ponent, p, is similar to the impact of the countergra-
dient mixing. It is because the increase of p from 2 to
3 results in a reduction of the diffusivity and a lowering
of the profile maximum [see Fig. 3 of Troen and Mahrt
(1986)]. In other words, the increase of p reduces the
boundary layer top mixing due to less entrainment flux.
The impact of the change in the critical Richardson
number is small although it results in slightly enhanced
mixing. This is because for the unstable case the bound-
ary layer depth 4 in (8) depends mainly on 6, and is
insensitive to the choice of Rib.,. From the & factor
experiments, it can be seen that including the counter-
gradient term plays a significant role in simulating the
well-mixed boundary layer structure, while its magni-
tude has only a minor influence. This was also pointed
out by Holtslag and Boville (1993). In summary, the
impact on the boundary layer structure of parameters
of the Rib,, (8) and »(4) are negligible compared to
the countergradient term in (1) and p factor in (2) for
this case, but, as will be shown in section 6¢, the impact
of these parameters on the precipitation forecast are
significantly different.

We have conducted the experiments between the lo-
cal and the nonlocal boundary layer packages for other
FIFE cases during clear-sky days documented in Betts
etal. (1996). The results follow general characteristics
found in the 9~10 August case. These are summarized
as (i) the daytime boundary layer growth is more re-
alistically represented by the nonlocal scheme leading
to a conclusion that the problem of the large gradient
of moisture in the vertical in Betts et al. (1996) can be



2330

a) AUG 9&10 at 2145 UTC

740
760 1
780"
800
820 1
840 1

860

Pressure (hPa)

880 ]

900 LD

—— ND

9204 — — b =00
---------- Riber = 0.75
—— —- p=23

L L € (O b= 11.7

960

303 3035 304 3045 305 3055 306 3065 307 307.5 308

Potential Temp (K)

MONTHLY WEATHER REVIEW

VOLUME 124

b) AuG 9&10 at 2145 UTC

7401
AN
760 §\\."
AN
7801 A Q\\ ~
N
800 \\\\
R
— 820
S .
o
£ 8401 \
e - ’ \
7 860 1\ '
7 k
g i
o 8801 . k I
: \\
900 — D .
—_—— D : \\ :
o0]| — — v =00 A
— Riber = 0.75 .
T T 3
PYTE | I b= 11.7 : \'|
960 1 \‘\\
3 3 5 6 7 8 o 0 "

Mixing ratio (g/kq)

FiG. 5. Comparisons of boundary layer profiles of (a) potential temperature (K) and (b) mixing ratio (g kg™') for 9-10 August at 2145
UTC resulting from the local scheme experiment (light solid), the control nonlocal experiment (heavy solid), the experiment without the
countergradient term (b = 0) (long dashed), with the increased Rib,, (short dashed), with the increased p (dash~dotted), and with the increased

b factor (dotted).

overcome with the nonlocal diffusion concept, (ii) and
the sensitivity of surface layer budget is not significant.
As Betts et al. (1996) showed, the MRF surface-layer
physics performed well in their comprehensive verifi-
cation. Because the nonlocal approach tested in this
study is strongly coupled to the surface-layer energy
budget, the success of the nonlocal scheme experiment
should be attributed to the realistic representation of
surface-layer physics and the radiation transfer com-
putation in the MRF model.

6. A heavy-rain case for 15-17 May 1995

a. Surface synoptic evolution and operational
forecast

In Fig. 6, we show the surface analyses at 1200 UTC
15, 16, and 17 May 1995. The map is a fraction of daily
weather maps issued by the NCEP. At 1200 UTC 15
May (Fig. 6a) a stationary front extended from Texas
to North Carolina. To the north of this front, a high
pressure system was centered at the border between
Kansas and Missouri. By 1200 UTC 16 May (Fig. 6b),
this anticyclone had moved eastward to Virginia, a sur-
face front was advancing northeastward through Mis-
souri. Rainfall associated with this front was observed
in northern Texas along with an east—west-oriented

area over Kansas, Missouri, and Illinois (Fig. 7a). At
the same time, a low pressure system extended north
of the precipitation area. At 1200 UTC 17 May (Fig.
6¢), a cold front had surged southward extending from
northern Texas to the northeastern United States. Major
convective activity occurred ahead of this cold front
(Fig. 7b). A large area of 24-h accumulated rain
greater than 32 mm covered Missouri and Illinois, and
to the west of this heavy rainfall an area of lighter pre-
cipitation was produced over southeastern Wyoming,
western Nebraska, and eastern Colorado. This rainfall
was associated with upslope flow along the eastern
Rockies (Fig. 6¢). Note that the rainfall was located in
the same area for two consecutive days and led to flood-
ing in this region. ‘
Figure 8 shows the predicted 24-h accumulated pre-
cipitation valid at 1200 UTC 16 May and 1200 UTC
17 May 1995 resulting from the current operational
MREF. In the 24-h forecast (Fig. 8a), the operational
model failed to capture the precipitation over Kansas,
Missouri, and Illinois. The model produced a precipi-
tation area centered over southern Nebraska and north-
ern Kansas, which was northwest of the observed pre-
cipitation. Furthermore, the model overpredicted the
rainfall over the southern United States. In the 48-h
forecast (Fig. 8b), the model did not correctly capture
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F1G. 6. Surface analyses for (a) 1200 UTC 15 May, (b) 1200 UTC
16 May, and (c) 1200 UTC 17 May 1995. Areas of precipitation are
shaded.

the distribution of the major precipitation. The model
predicted heavy rainfall centered over northern Ohio,
which was to the northeast of what was observed. In
addition, the model also overestimated the rainfall over
western Oklahoma.

b. Comparison of local and nonlocal diffusion
schemes

Figure 9 shows the 24-h accumulated precipitation
for the 24- and the 48-h forecast periods resulting from
the local diffusion experiment. The differences be-
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tween the operational forecast (Fig. 8) and this exper-
iment (Fig. 9) are mainly due to the change of the
convective parameterization scheme (see section 4).
Compared to the operational forecast in Fig. 8, the
modified convection generally shows an improvement
in the precipitation forecasts for the 24-h forecast.
These include a southward shift in precipitation over
Kansas and smaller precipitation amounts over the
southeastern United States. In the 48-h forecast, slight
improvements were achieved over Missouri, but the
forecast of heavy precipitation centered over northern
Ohio was not improved. This experiment also im-
proved the precipitation prediction over Mississippi
and Alabama by weakening the precipitation intensity.
Overall, the change in the convection scheme gave a
slight positive impact on the precipitation forecasts by
changing the precipitation amounts, but the orientation
and location of the heavy precipitation generally re-
mained unchanged.

In contrast to the results with the local scheme, a
significantly improved precipitation forecast was
achieved from the experiment with the nonlocal
scheme for the 48-h forecast period (Fig. 10). It can
be seen that the change of the vertical diffusion scheme
affects not only the amount of precipitation but also its
distribution. Major improvement in the 24-h forecast is
found in the precipitation over Kansas and Missouri,

Precip (mm) ot 12Z 17, OB‘:

[° 7/‘\/ .\x

i *\

Fi1G. 7. The analyzed 24-h accumulated rainfall (mm) ending at (a)
1200 UTC 16 May and (b) 1200 UTC 17 May 1995. Areas of rainfall
over 8 mm are shaded. Values are box averages on the T126 spectral
grid from station data.
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FiG. 8. As in Fig. 7 but for the (a) 24-h and (b)
48-h forecasts of the operational model.

which is closer to what is observed. Note that the spu-
rious precipitation over Nebraska in the local diffusion
experiment was removed. In the 48-h forecast, the lo-
cation of heavy precipitation was significantly im-
proved by the nonlocal diffusion experiment.

To illustrate the difference in the forecasts between
the two schemes, we will compare the temporal evo-
lutions of the equivalent potential temperature, which
is related to the CAPE, at several selected model grid
points. In Fig. 11, the temporal evolution of equivalent
potential temperatures resulting from both local and
nonlocal experiments are presented. The periods when
precipitation was forecasted at each grid point are des-
ignated by lines (solid lines for nonlocal and dotted
lines for local experiments ) at the bottom of each figure
of the difference field. Three grid points (marked in
Fig. 10) are selected whose locations are in southern
Nebraska (point A, near North Platte, Nebraska), cen-
tral Kansas (point B, near Wichita, Kansas), and east-
ern Missouri (point C, near St. Louis). The point A
represents the area over which the local scheme pro-
duced spurious precipitation, - while the nonlocal
scheme did not. The points B and C represent the areas
where the nonlocal scheme produced more organized
precipitation than the local scheme. In the 24-h fore-
casts at point A (Figs. 11a and 11b), the schemes differ
considerably below 850 hPa during the daytime. The
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local scheme has a shallower boundary layer during the
daytime, which leads to a trapped moisture at the lower
levels, while, on the other hand, the nonlocal scheme
has a deeper mixed layer by 30—50 hPa. As illustrated
in section 5, this discrepancy is due to the more efficient
vertical turbulent mixing by the nonlocal scheme than
the local scheme. This difference continues until sunset
when the surface fluxes cease. With time, the boundary
layer with the local scheme becomes sufficiently con-
vectively unstable to release the CAPE at 0300 UTC
15 May. After the initiation of convection, the model
with the local scheme produces a higher equivalent po-
tential temperature up to 400 hPa by the redistribution
of moisture due to convective overturning.

In contrast to point A, the evolution at point B is
quite different (Figs. 11c and 11d). During the day-
time, the nonlocal scheme produces a drier profile be-
low 800 hPa and a more moist air between 800 and 700
hPa. With time, the boundary layer with the nonlocal
scheme becomes more moist as mixed layer grows. Af-
ter sunset, the local scheme produces a deeper mixed
layer than the nonlocal, which results in higher mois-
ture at 750 hPa at 0200 UTC 16 May. This leads to a
less unstable boundary layer below 750 hPa in the local
scheme than in the nonlocal. After 0400 UTC 16 May,
the nonlocal scheme shows higher moisture in the mid-
dle troposphere and lower moisture in the lower tro-

Precip (mm) at 12Z 16, LD

FiG. 9. As in Fig. 7 but for the local diffusion experiment,
which utilizes the improved convection scheme.
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FiG. 10. As in Fig. 7 but for the control nonlocal diffusion exper-
iment with Rib;, = 0.50. Points A, B, and C designate the station
points for time—height cross-sectional analyses in Figs. 11 and 13.

posphere, implying stronger convective overturning
due to the release of more CAPE. The evolution of the
equivalent potential temperature for point C (Figs. 11e
and 11f) has a similar characteristic with that of point
B. Because the precipitation started later for point C,
the time series for the 12-36-h forecast period is
shown. In contrast to the point B time series which has
convective portion only, the predicted rainfall over
Missouri, Illinois, and Ohio consist of both convective
(subgrid scale) and large-scale (grid scale) precipita-
tion. This leads to a complicated interaction between
the boundary layer and hydrological processes. This
point of view will be further discussed in section 6d.

c. Sensitivity of the parameters in the nonlocal
scheme '

In this section, we will show the results of experi-
ments using Rib,; of 0.25 and 0.75 in (8), respectively,
to compare with the choice of 0.50 for the control. The
sensitivity of the precipitation forecasts to the counter-
gradient terms and profile shape factor shown in the
FIFE experiment will also be discussed. The differ-
ences in precipitation amounts for different Rib,,
against the control (Rib,, = 0.50) are presented in Fig.
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12. Also shown in Fig. 13 is the time evolution of the
equivalent potential temperature differences at point A
and B from the result with the control experiment.

Overall, the impact of Rib,, on the precipitation fore-
casts is very significant for this case. The precipitation
pattern predicted with Rib,, = 0.25 lies in the middle
of the patterns for the local (Fig. 9) and the control
nonlocal (Fig. 10) experiments. A less effective mixing
with a lower PBL height due to the lowering of Rib,,
most likely leads to the precipitation forecast in a sim-
ilar way as the local scheme experiment. On the other
hand, the nonlocal experiment with Rib,, = 0.75 pro-
duces more organized precipitation for the entire fore-
cast period, suggesting that more effective mixing gives
a more favorable boundary layer structure so that the
convective overturning occurs in the correct place. Ex-
amination of the equivalent potential temperature evo-
lution from the experiment with Rib,., = 0.25 (Fig. 13)
shows that the impact of the boundary layer process on
the convective intensity is quite similar to results dis-
cussed in the previous section (Figs. 11b and 11d),
although the differences are smaller here. Meanwhile,
the experiment with Rib, = 0.75 shows the evolution
in the opposite direction, leading to more enhanced pre-
cipitation over Kansas than in the control. Note that the
differences become larger as the PBL collapses, indi-
cating that the choice of Rib,, plays a significant role.
Note also that the impact of Rib, is negligible in the
FIFE case because the thermal excess is more sensitive
than the Rib,; in determining the PBL height under un-
stable conditions. However, as surface heating is de-
creased, Rib,, becomes more important in determining
the PBL depth, resulting in the different boundary layer
top entrainment. The forecasted precipitation for this
case occurred in the late evening through midnight for
the 24-h forecast, and in the morning for the 48-h fore-
cast. The precipitation forecast is, for this reason, very
sensitive to the choice of Rib,,. From these sensitivity
experiments, we conclude that an efficient mixing pro-
cess seems to be more responsible for the organized pre-
cipitation pattern in this case. However, from prelimi-
nary tests for other cases, an efficient mixing sometimes
tends to remove the daytime convection by transporting
the low-level moisture upward too rapidly, resulting in
an unrealistic delay of the initiation of convection or in
the absence of light precipitation in the afternoon.

We have tested the sensitivity of two other parame-
ters: the b and p factors as discussed in the FIFE ex-
periment. The overall evolution of precipitation and
equivalent potential temperature in the experiment
without the countergradient turbulent mixing (b = 0)
is very similar to that in the experiment with the in-
creased p factor from 2 to 3, with both results following
the experiment with Rib,, = 0.25, while the experiment
with the increased b factor from 7.8 to 11.7 produces
a similar impact to that with Rib,, = 0.75. As a result,
the sensitivity of the model forecast to individual pa-
rameters for this case is very different from that in the
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FiG. 11. Time—pressure sections of (a) equivalent potential temperature (K) for the local (dotted lines) and nonlocal (solid lines)
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the nonlocal and local experiments, respectively.

FIFE experiment and the previous results indicated by
Troen and Mahrt (1986) and Holtslag and Boville
(1993). It is because the predicted precipitation for this
case is more sensitive to the boundary layer structure
during the periods when the boundary layer is collaps-
ing than when it is developing. Recognizing that con-

vection over the United States typically occurs in the
late afternoon or evening, our results suggest more rel-
evance of these parameters. Furthermore, because the
impact of different parameters in the scheme behaves
in a similar fashion, we feel that it is' possible to tune
the scheme by changing Rib,, only.
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FiG. 12. The differences in precipitation between the control nonlocal scheme experiment with Rib,, = 0.50 and the results using Rib,,
= (.25 at the (a) 24-h and (b) 48-h forecasts, and the corresponding differences (c) and (d) from the results using Rib., = 0.75.

d. Interaction of convective and large-scale
precipitation due to the boundary layer processes

As mentioned in section 6b, the rainfall in the 24~
48-h forecast is partly produced by large-scale (grid
scale) precipitation processes, whereas rainfall totals in
the 24-h forecast is due primarily to convective (sub-
grid-scale) processes. Figure 14 shows the 24-h accu-
mulated rainfall amounts for the 24—48-h forecast from
the local scheme, and the nonlocal scheme with Rib,
= 0.25, 0.50, 0.75, respectively. The shaded areas rep-
resent the convective portion of total precipitation, and
dotted lines show the corresponding large-scale por-
tion. It is quite apparent that the distribution of rainfall
over 32 mm is improving as the mixed layer is in-
creased. This improvement is directly related to the lo-
cation of convective rainfall. The convective portion is
generally located too far northeast of what is observed
in shallower mixed layer, and, as the mixed layer in-
creases, the model shifts the convection to the south-
west, which is closer to the observed location. Note that
in all experiments, the large-scale portion is produced
to the northeast of the convective portion. Because the
energy competition between convective and large-scale
precipitation is far from well understood, as indicated
by Molinari and Dudeck (1992) in their review of cu-
mulus parameterization schemes in mesoscale models,

we do not intend to judge what the proper portion of
the convective and the large-scale rainfall should be.
Our results suggest that the boundary layer structure
plays an important role in the successful determination
of the precipitation prediction. We feel that a good con-
vective parameterization scheme should initiate con-
vection at the correct location and it should remove
CAPE efficiently such that the corresponding large-
scale portion is not far from where we expect large-
scale precipitation to occur. We realize that the large-
scale portion of the precipitation in the current model
is overestimated in heavy precipitation situations, in-
dicating that there remains some unphysical feedback
between the latent heating and the low-level moisture
convergence pointed out by Zhang et al. (1988) and
others.

From this case study, the sensitivity of the precipi-
tation forecasts to the boundary layer physics is quite
high and the nonlocal approach improves the precipi-
tation forecast significantly. The improvement of the
precipitation forecast with the nonlocal scheme should
be attributed to the strong coupling between the bound-
ary layer physics and the convective processes.

7. Parallel run resuits during August 1995

Based on the results presented so far, the new phys-
ics package with the nonlocal scheme and the modified
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convection scheme has been tested in the NCEP MRF
model since June 1995. In a paraliel test, the entire
operational GDAS is duplicated so that the first guess
for the analysis system is generated from the new
model system. This is the most realistic test of the
model changes as it is independent of the current op-
erational GDAS results. In Fig. 15, we compare the
precipitation skill statistics derived from the parallel
run (MRX) against the current operational physics
forecast (MRY ). The equitable threat scores (ETS) of
the precipitation forecast and precipitation biases for
the month of August 1995 are shown. Whereas the sim-
ple threat score is the quotient of the intersection of the
observed and forecast areas of precipitation divided by
the union of these areas, the ETS refines the definition
by accounting for apparent skill derived only from ran-
dom chance (Mesinger and Black 1992). The scores
are computed over the United States using forecasted
precipitation in the. 12—36-h time range against the ob-
served precipitation from averages of the Office of Hy-
drology rain gauge data within each model grid point.
In Fig. 15a, compared with the operational physics
forecasts (MRY ), the new package (MRX) shows
general improvement over the entire range of precipi-
tation categories that are routinely evaluated at the

NCEP. In particular, a noticeable improvement is
achieved over heavier precipitation threshold catego-
ries. The precipitation bias is also improved (Fig. 15b).
The precipitation bias simply stands for the ratio of
predicted precipitation area over observed area for each
amount category. The new physics forecast decreases
precipitation amounts over the light precipitation cat-
egories and increases precipitation activities over the
heavy precipitation categories, which results in better
agreement of the precipitation amounts with the obser-
vations.

As indicated by Giorgi et al. (1993), the transition
of precipitation from lighter to heavier amounts can be
due to enhanced upward transport of lower-level mois-
ture by the nonlocal diffusion scheme. In other words,
as shown in section 6, the local diffusion scheme tends
to make the low-level enthalpy remain high during the
daytime so that spurious light precipitation is initiated
before stronger convection can develop. For both fore-
casts, the precipitation over the entire region is entirely
convective. This is contradictory to what Giorgi et al.
(1993) concluded. They showed that inclusion of non-
local scheme resulted in the increase of total precipi-
tation over land during summertime by 40% and the
ratio of convective amounts was decreased from 40%—
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FiG. 14. Convective (shaded areas) and large-scale (dotted lines) rainfall (mm) ending at 1200 UTC 17 May 1995
for (a) the local and nonlocal experiments with (b) Rib,, = 0.25, (c) Rib,, = 0.50, and (d) Rib,, = 0.75.

62% to 27%—38%. This discrepancy may be partially
due to the difference in the horizontal resolution be-
cause it is recognized that the ratio of convective
amounts (subgrid-scale precipitation) decreases as hor-
izontal resolution increases. They used the 70-km grid
spacing, while the resolution of T126 used in this study
is approximately 100 km. However, the more important
factor seems to be due to the difference in cumulus
convection schemes although they also used a scheme
based on Grell (1993). The primary difference in the
NCEP scheme from the Grell scheme is the closure and
the subcloud layer treatment (see section 3b). It would
be an interesting exercise to explore the sensitivity of
the convective scheme at a later time. Since the new
package employs not only the new vertical diffusion
scheme but also other physical processes (section 4),
it is difficult to quantify the impact of boundary layer
processes only. Despite this, recognizing the results for
a heavy-rain case study in section 6, we feel that the
new vertical diffusion scheme is at least partially re-
sponsible for this improvement.

8. Summary and concluding remarks

In this paper we have examined the impact of the
nonlocal vertical diffusion scheme to represent turbu-

lent mixing in the atmospheric boundary of the NCEP
MRF model. The nonlocal approach based on Troen
and Mabhrt (1986) has been comprehensively tested and
compared with the results from the local diffusion ap-
proach, which is currently operational. Particular atten-
tion has been given to the interaction between the
boundary layer and the precipitation processes. Exper-
iments are undertaken for 9—10 August 1987 to verify
the scheme against the FIFE observations, and for a
heavy rainfall case during 15-17 May 1995. In addi-
tion, some parallel forecast results have also been dis-
cussed.

In the intercomparison of the local and nonlocal ap-
proaches using the FIFE 1987 observations, the non-
local scheme is shown to simulate the daytime bound-
ary layer structures more realistically than the local
scheme. This is due, as indicated by Holtslag et al.
(1990), Holtslag and Boville (1993), and others, to
the realistic representation of large eddy fluxes within
the well-mixed layer by the nonlocal approach under
unstable conditions. The sensitivity of the surface en-
ergy budget to the different approaches is not signifi-
cant. From the sensitivity experiments in the nonlocal
scheme, the countergradient term plays an important
role in stabilizing the mixed layer and transporting the
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Fig. 15. Comparison of the (a) precipitation equitable threat scores
and (b) precipitation bias scores derived from the parallel run with
the nonlocal diffusion scheme and modified convective parameter-
ization scheme (MRX) and from the current operational model phys-
ics (MRY) for the month of August 1995.

lower-layer moisture upward. The profile shape factor
is also found to be very important in the boundary layer
development. However, sensitivities of the predicted
boundary layer structures to the increase in magnitude
of the countergradient mixing and the critical Richard-
son number are negligible. Since the nonlocal scheme
we have tested is strongly coupled to the surface-layer
physics, our success should also be attributed to the
realistic treatment of surface layer and radiation trans-
fer processes in the MRF model.

In the experiments for a heavy rainfall case, the non-
local approach substantially improves the precipitation
forecast by enhancing the convective overturning at the
right location and by suppressing spurious rainfall. In
contrast to the dry case experiments during the FIFE
period, the resulting rainfall is significantly affected by
modifying the critical Richardson number, the coun-
tergradient mixing term, and the diffusivity shape pa-
rameter. This is most likely due to the fact that the
forecasted precipitation for this case is more sensitive
to the boundary layer structure when the boundary
layer collapses than when it develops. Recognizing that
convection over the United States typically occurs in
the late afternoon or evening, our sensitivity results
may be able to be generalized. Fortunately, the param-
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eters in the nonlocal scheme affects the forecast in a
similar way (see section 6¢), which leads to the sug-
gestion that it is possible to tune the scheme by only
changing Rib,, to get a reasonable precipitation fore-
cast. In previous studies, to get a better forecast of pre-
cipitation and the associated dynamic evolution, the
emphasis has mainly been on tuning of the parameters
in the convective parameterization scheme and/or em-
ploying a more realistic treatment of the grid-scale
cloud properties. However, as shown in section 6c, the
slight change of parameters in the boundary layer for-
malism can affect significantly the distribution and the
amount of rainfall forecast. Therefore, we argue that in
numerical atmospheric models, efforts to improve the
surface and the boundary layer formulation may be as
important as efforts to improve the precipitation param-
eterizations and should be a prerequisite to realizing
better precipitation forecasts. ‘
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