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Two major new capabilities in WRFDA Release 4.3

• Multi-Resolution Incremental 4DVAR (MRI-4DVAR): speed up 4DVAR

Liu, Z., J. Ban, J.-S, Hong, and Y.-H. Kuo, 2020: Multi-resolution incremental 4D-Var for WRF: 
Implementation and application at convective scale, Q. J. R. Meteorol. Soc., 146, 3661-3674.

• Chemical/Aerosol DA for assimilation of surface data (PM2.5, PM10, 
O3, CO, SO2, NO2) using 3DVAR

Sun, W., Liu, Z., Chen, D., Zhao, P., and Chen, M., 2020: Development and application of the WRFDA-
Chem three-dimensional variational (3DVAR) system: aiming to improve air quality forecasting and 
diagnose model deficiencies, Atmos. Chem. Phys., 20, 9311-9329.
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3-stage MRI-4DVar involves WRFDA, standalone programs and script
Repeat 3-stage for multiple outer loops

• Stage-1: run WRFDA in “Observer” mode at full model resolution
– Compute and write out OMB at different time slots within 4DVAR time window.

• Stage-2: run WRFDA in “Minimizer” mode at low resolution
– Read OMB from Stage-1. Write out analysis and analysis increment at low resolution.

if minimization resolution increased from previous loop

• Stage-3: do “Regrider” outside of WRFDA

va = (I +UTHTR�1HU)�1(vg +UTHTR�1d) (7)

The analysis increment and the analysis in model space are

xa = xg + �xa = xg +Uva (8)

To solve Eq. (6), we need:
(1) Non-linear observation operator to calculate innovation vector d. This calculation

is only needed once before the minimization.
(2) Tangent linear (TL) and adjoint (AD) version of the observation operator. Note

that TL/AD operators are estimated around the first guess xg, i.e., base state of Taylor
expansion. So flow dependency is included in the TL/AD operators.

(3) Control variable transform operator U and its adjoint UT. If CVT includes non-
linear balance operator, then flow-dependency is also implied.

(4) Each iteration needs a forward TL and a backward AD operation.

1.5 Outer Loops at the same resolution

In the first outer loop, we take the first guess xg (i.e., start point of the minimization, not
confuse with the background) to be the background xb. Thus �xg = 0 and vg = 0. All
TL/AD operators are linearized about xg = xb.

From the second outer loop, xg is the analysis xa from the last outer loop. The
innovation d will be recalculated and then followed by quality control procedure (typically
more observations shall be assimilated in the second outer loop).

Variables (arrays) stored in the memory (3DVAR mode) are:
(1) ”xhat” -> v, inner loop control variable, always zero at the beginning of minimiza-

tion;
(2) ”cvt” -> vg, control variable background field, zero for the first outer loop, non-zero

from the second outer loop.
(3) ”grid%xb%variables” -> ”xg”, the first guess at A-grid, be xb for the first outer

loop, xa of the (n-1)th outer loop for the nth outer loop.
(4) ”grid%variables” -> ”xg”, the first guess at WRF model C-grid.

1.6 Outer Loop at di↵erent resolutions

For outer loops at the same resolution, 3DVAR can run without stops (all in memory).
If outer loops run at di↵erent resolutions, we need an additional operator S to trans-

form low-resolution increment to high-resolution, i.e.,

xa
high = xg

high + SUlowv
a
low (9)

Now the problem arises for transforming va to a higher resolution and serve as vg of the
next outer loop. If v is defined in grid-point space, S can simply be a bi-linear interpola-
tion; If v is defined in spectral space, S can act to fill zeros at higher wavenumbers. In
either case,

vg
n = Sva

n�1 (10)

va
high = Sva

low (11)
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However, if v is defined in vertical EOF space (such as for CV5/6/7), it is not trivial
to obtain higher resolution vg

n. One possibility is to invert grid-point space increment
back to the control variable space, i.e.,

vg
n = U�1

highSUlowv
a
n�1 (12)

test
va
high = U�1

highSUlowv
a
low (13)

Inverse operators for interpolation S, balance transform, vertical EOF decomposition
and recursive filter exist.

vg
n = U�1Uva

n�1 (14)

2 4DVAR

2.1 Non-linear 4DVAR Formulation

Non-linear 4DVAR cost function

J(x0) =
1

2
(x0 � xb

0)
TB�1(x0 � xb

0) +
1

2

NX

i=1

[Hi(xi)� yi]
TR�1

i [Hi(xi)� yi] (15)

where the subscript ”0” indicates the beginning of the 4DVAR time window. Substitute
the NWP model into the cost function, we obtain

J(x0) =
1

2
(x0 � xb

0)
TB�1(x0 � xb

0) +
1

2

NX

i=1

[Hi(Mi(x0))� yi]
TR�1

i [Hi(Mi(x0))� yi] (16)

2.2 Incremental 4DVAR Formulation

Linearization, let �x0 = x0 � xg
0 and �xg

0 = xb
0 � xg

0, thus x0 = �x0 + xg
0, we have

J(�x0) =
1

2
(�x0��xg

0)
TB�1(�x0��xg

0)+
1

2

NX

i=1

[Hi(Mi(�x0+xg
0)�yi]

TR�1
i [Hi(Mi(�x0+xg

0))�yi]

(17)
Do Taylor Expansion for observation term

J(�x0) =
1

2
(�x0��xg

0)
TB�1(�x0��xg

0)+
1

2

NX

i=1

(HiMi�x0�di)
TR�1

i (HiMi�x0�di) (18)

where di = yi � Hi[Mi(x
g
0)].

2.3 Control Variable Transform (CVT)

Again, control variable transform �x0 = Uv and �xg
0 = Uvg. �x0 indicates that analysis

increment is valid at the beginning of the 4DVAR time window. Then the cost function
with respect to the control variable v becomes

J(v) =
1

2
(v � vg)T(v � vg) +

1

2

NX

i=1

(HiMiUv � di)
TR�1

i (HiMiUv � di) (19)
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Sample script provided 
under ~var/mri4dvar

Works for cv_options=5,6,7



Afternoon thunderstorm case in Northern Taiwan
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maximum hourly rainfall of 131mm at the Gongguan station in Taipei



Three 4DVar experiments with two outer loops

2-km resolution: 451 x 451 x 52L

30-min 4DVar time window
with 10-min surface obs
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Grid-summed total hourly rainfall
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Averaged over
6 forecasts with
different lead times
of 7-12 hours



Fractions Skill Score for 6-h accumulated rainfall
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Aerosol/Chemical 3DVar DA for WRF/Chem initial condition

setenv WRF_CHEM 1
./configure wrfda
./compile all_wrfvar

Executable is still 
da_wrfvar.exe, but it can
ingest a WRF/Chem 
forecast file as the 
background (the ‘fg’ file)

• Surface Obs:
– PM2.5, PM10, O3, SO2, NO2, CO

• Analysis variables:
– Gas phase: O3, SO2, NO2, CO
– Aerosols: GOCART (15 species) or MOSAIC 4-bin 

(32 species)

• Univariate background error covariances
– https://github.com/wrf-model/GENBE_2.0

https://www2.mmm.ucar.edu/wrf/users/docs/user_guide_v4/v4.3/users_guide_chap6.html#_Aerosol/Chemical_Data_Assimilation

https://github.com/wrf-model/GENBE_2.0
https://www2.mmm.ucar.edu/wrf/users/docs/user_guide_v4/v4.3/users_guide_chap6.html


Updated feature
contributed by Jamie Bresch, NCAR

• WRFDA gen_be_v3 is updated for cv_options=5 and ensemble applications. 
– See var/gen_be_v3/README.gen_be_v3.



MPAS DA development in the JEDI framework

• PANDA-C (Prediction and Data 
Assimilation for Cloud) project
• NCAR/MMM + JCSDA
• USAF funded since 2018

• JEDI: Joint Effort for Data assimilation 
Integration, led by JCSDA
• OOPS: abstract DA algorithms
• UFO: observation operators + QC filters
• IODA: obs I/O & data structures
• SABER: background error covariance 

models
• + interface to different models
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JEDI Ecosystem

MPAS-JEDI



Capabilities currently available in MPAS-JEDI

DA Algorithms

• 3DEnVar/4DEnVar: deterministic analysis

• Ensemble of DA (EDA): ensemble analysis

• 3DVar: multivariate background error 
covariances

• Can run in dual-resolution mode

Observations

• Conventional data

• GNSSRO data

• Clear-sky radiances

• All-sky radiances: Microwave and Infrared

Analysis is done directly on MPAS unstructured grid
Works seamlessly for uniform mesh and variable mesh



Global month-long cycling experiments using MPAS-JEDI

• Period: 15 April-15 May 2018

• Observations from NCEP/EMC
– “Baseline” obs: conv obs + GNSSRO + clear-sky radiances from 5 AMSU-A 
– Processing, “pre-QC,” and bias correction of radiances from GSI
– Radiance DA using CRTM

• 3DEnVar: 30-km mesh with all-sky MW radiances
– 20 members: MPAS 6-h forecasts from GEFS analysis

• 4DEnVar: 120-km mesh with hourly all-sky AHI WV channel radiances
– 20 members: MPAS 3-9-h forecasts from GEFS analysis
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Conventional obs coverage at 2018041500 
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5 AMSU-A data coverage at 2018041500 
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30-km mesh experiments: 500 hPa geopotential height ACC scores
3DEnVar with 20-member ensemble input
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Cold start from GFS analysis
Cold start from ECMWF
Cycling DA (AMSU-A + conventional)
Cycling DA (… + MHS all sky)

Day-5 skill of MPAS-JEDI
= Day-5.5 skill of cold start from GFS IC

Note: GFS/ECMWF analysis 
assimilates a lot of more satellite 
observations with more advanced 
DA schemes (hybrid-4DEnVar with 
80 member, 4DVAR) and higher 
resolution.



4DEnVar with hourly all-sky AHI radiances (120-km mesh)

• Adding hourly AHI obs in
the 4DEnVar clearly
improved forecasts in the
first 3 days

• Improvements are mainly
in the Tropics

RMSE(4DEnVar w/ AHI – 4DEnVar w/o AHI), verification against AHI radiances



Regional MPAS-JEDI
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2800 km radius over CONUS*

Radiosondes

*at present, removing obs outside domain works only for circular domains



Regional 3DEnVar MPAS-JEDI cycling with 80-member ensemble
15km uniform mesh, 1-30 May 2019

Aircraft observations: 
time series of OMB & OMA

Aircraft U wind: 
OMB/OMA RMS profile at a single time



Final remarks

• WRFDA will be kept updated as needed. However, MMM no longer has 
resources to provide extensive support. No plans for future WRFDA 
tutorials.

• JEDI and MPAS-JEDI are under active development. MPAS-JEDI allows 
global and regional DA within the same framework. Expect first release to 
community in September.
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