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WHERE I AM?

NOTE: this map was adapted from google-maps



  

The Secretariat of Civil Protection 
of the State of Veracruz has a 
center for weather forecasting and 
monitoring, which functions as a 
regional meteorological center, 
and it requires information about 
weather models and satellite data 
to prepare its own products 
(reports, bulletins, warnings, etc.).

NOTE: this map was adapted from google-maps



  

CELL GRID IS TOO 
LARGE FOR A 
REGIONAL OR 
LOCAL WEATHER 
FORECAST

WHAT’S THE PROBLEM?



  

WRF, A SOLUTION!
It is more efficient to install in a cluster or HPC. It is 
possible to install the model on a desktop or laptop 
and the model will run fine (depending on the 
region area extension and cell size). 

It is also possible to use the free access data as 
input data for WRF to obtain data between 4~1 km 
and or higher resolution. Significant research has 
been conducted in this area.



  

A BRIEF HISTORY OF THE WRF OPERATIONAL 

Intel Pentium 4
RAM 3GB
HDD 250 GB

starting 2014 
For training
No operational purposes
24-hour forecast required approx. 12 
hours of computing time 

Intel Xeon (4 core)
RAM 8GB
HDD 250GB

Early 2016: Similar to cloud services, a 
virtual machine *
SSH connection
WRF remote installation successful 
The limitation, internet connection

*with support of staff of the Centro Estatal de Telecomunicaciones del Estado de Veracruz

Intel Core i7-6700 CPU @ 3.40GHz × 8 
RAM 32GB DDR4-2133 
SSD 250GB (System)
HDD 2TB [x2] (Storage)
NVIDIA GK208B [GeForce GT 730] (2GB)

Mid 2016
72 hrs of weather forecast run in 30 min 
Fully automatic for operational operation

Early 2018
WorkStation machine
72 hrs of weather forecast run in 18 min 
Fully automatic for operational operation

Dual Intel Xeon CPU E5-2630 v4 @ 2.20GHz x 40
RAM 128GB 2400MHz DDR4 LRDIMM ECC
SSD 512GB (system)
HDD 1TB (storage)
NVIDIA GM206GL [Quadro M2000] 4GB

March 2020
WorkStation: 120 hrs of weather forecast run in 30 min 
Fully automatic for operational operation 

Dual Intel Xeon Silver 4114 CPU @ 2.20GHz × 40 
RAM 128GB 2666MHz DDR4 LRDIMM ECC
HDD 1TB (system and storage)
NVIDIA GP107GL [Quadro P1000] 256M

2014 2015 2016 2017 2018 2019 2020 2021 2022
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HOW THE OPERATIONAL WRF WORKS?
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THE WEATHER FORECAST

https://cepmpc.gitlab.io/innovacion/wrf.html 

https://cepmpc.gitlab.io/innovacion/wrf.html


  

FRANKLIN H1 2017
WRF Accumulated Precipitation Forecast 
48 hours before impact



  

KATIA H1 2017
WRF Accumulated Precipitation Forecast 
48 hours before impact



  

WRF TO MPAS



  

MPAS OUTPUTS

https://cepmpc.gitlab.io/innovacion/mpas.html 

https://cepmpc.gitlab.io/innovacion/mpas.html


  

WRF OUTPUTS TO RUN WRF-HYDRO

https://cepmpc.gitlab.io/innovacion/wrfhydro.html 

https://cepmpc.gitlab.io/innovacion/wrfhydro.html


  

WRF OUTPUTS TO RUN WRF-HYDRO

https://jhbravo.gitlab.io/wrfhydrover/

https://jhbravo.gitlab.io/wrfhydrover/


  

THE INTEREST OF 
THE REDESCLIM 
MEMBERS TO 
OBTAIN WEATHER 
FORECAST FOR 
RESEARCH AND 
OPERATIONAL

REPLICATING THE WRF 
FORECAST PROCESS



  

12/2019 – QUERETARO UNIVERSITY

A collaboration with Dr.Enrique Sosa 
(REDESClim member), was built, 
and I was able to run the WRF 
model using resources from the the 
Autonomous University of Querétaro 
(UAQ)



  

12/2019 – QUERETARO UNIVERSITY

https://redesclim.gitlab.io/wrf-fi-uaq 

https://redesclim.gitlab.io/wrf-fi-uaq


  

11/2020 – MUNICIPAL CIVIL PROTECTION11/2020 – MUNICIPAL CIVIL PROTECTION
Dr. Julio Cesar (REDESClim 
member) from CUC was the one 
who suggested the meeting with 
the "Municipal Coordination of 
Civil Protection and Firefighters 
Puerto Vallarta, Jalisco", and 
during the 2020 REDESClim 
annual meeting, a forecast system 
based on the WRF model was 
developed for the municipality of 
Puerto Vallarta, Jalisco.



  

11/2020 – MUNICIPAL CIVIL PROTECTION



  

03/2021 – MUNICIPAL PLANNING INSTITUTE

Also, during the 2019 REDESClim 
annual meeting, the IMPLAN of 
Bahia de Banderas, Nayarit, 
expressed interest in the WRF, 
and in March 2021, I had the 
opportunity to visit their facilities to 
work on the model and train their 
staff.



  

03/2021 – MUNICIPAL PLANNING INSTITUTE

http://wrf.implanbadeba.gob.mx



  

05/2022 – AUTONOMOUS Q. ROO UNIVERSITY

I recently traveled to Cozumel 
Island to install the WRF model at 
the Autonomous Quintana Roo 
University, with Dr. Frausto, 
current representative of 
REDESClim, in advance of 
Tropical Cyclones season, to 
monitor and forecast the weather 
in the Mexican Caribbean.



  

05/2022 – AUTONOMOUS Q. ROO UNIVERSITY
https://redesclim.gitlab.io/wrfcaribe/ 

https://redesclim.gitlab.io/wrfcaribe/


  

CONCLUSIONS 
It’s not necessary a powerful machine to run WRF

The process can be automated and obtain 
operational forecasts

Not only WRF, MPAS and WRF-hydro can also be 
used for operational purposes.

This process can be replicated at any weather 
center that needs higher resolution forecasts.



  

THANK YOU!
GRACIAS!

jh.herk@gmail.com

jhbravo

@jhbravo3

WRF/MPAS 
Users Workshop 
6-9, June 2022

MSc. Jorge Humberto
Bravo Méndez

mailto:jh.herk@gmail.com
https://www.linkedin.com/in/jhbravo
https://twitter.com/jhbravo3
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