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ABSTRACT

Efforts to improve the prediction accuracy of high-resolution (1–10 km) surface precipitation distribution and

variability are of vital importance to local aspects of air pollution, wet deposition, and regional climate. However,

precipitation biases and errors can occur at these spatial scales due to uncertainties in initial meteorological

conditions and/or grid-scale cloudmicrophysics schemes. In particular, it is still unclear to what extent a subgrid-

scale convection scheme could be modified to bring in scale awareness for improving high-resolution short-term

precipitation forecasts in the WRF Model. To address these issues, the authors introduced scale-aware param-

eterized cloud dynamics for high-resolution forecasts by making several changes to the Kain–Fritsch (KF)

convective parameterization scheme in the WRF Model. These changes include subgrid-scale cloud–radiation

interactions, a dynamic adjustment time scale, impacts of cloud updraftmass fluxes on grid-scale vertical velocity,

and lifting condensation level–based entrainment methodology that includes scale dependency.

A series of 48-h retrospective forecasts using a combination of three treatments of convection (KF, updated KF,

and the use of no cumulus parameterization), two cloud microphysics schemes, and two types of initial condition

datasets were performed over the U.S. southern Great Plains on 9- and 3-km grid spacings during the summers of

2002 and2010.Results indicate that 1) the source of initial conditions plays a key role in high-resolution precipitation

forecasting, and2) the authors’ updatedKF schemegreatly alleviates the excessive precipitation at 9-kmgrid spacing

and improves results at 3-kmgrid spacing aswell.Overall, the study found that the updatedKF scheme incorporated

into a high-resolution model does provide better forecasts for precipitation location and intensity.

1. Introduction

Numerical weather prediction (NWP) forecast

models have been greatly improved, motivated by the

role of providing accurate forecasts about severe

weather events to mitigate the loss of life and prop-

erty. Furthermore, credibility of climate change sim-

ulations at urban scales can be increased by first

improving the accuracy of high-resolution model

simulations at weather prediction time scales (Chen

et al. 2011). In particular, moist processes play an

important role in properly simulating weather, air

pollution, climate, and the hydrological cycle. Clouds

and precipitation formed in these processes are im-

portant forecast products, thus accurate prediction of
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precipitation is one of the most beneficial areas of

NWP improvement. For this reason, key processes

occurring within clouds, including microphysical and

dynamical processes, need to be well understood and

modeled.

Cloud microphysics schemes have been used in NWP

models, but those microphysical processes may not be

accurately represented due to the lack of supporting

measurements for many processes occurring at finer

spatial and temporal scales. For example, the formula-

tion described in Kain et al. (2008) has been found to be

appropriate for the Weather Research and Forecasting

(WRF) single-moment 6-class microphysics scheme

(WSM6; Hong et al. 2004) and has been successfully

used in some numerical studies (e.g., Done et al. 2004;

Deng and Stauffer 2006; Wulfmeyer et al. 2006; Case

et al. 2008; Niyogi et al. 2011). However, according to

Clark et al. (2012), many such studies are not able to

accurately clarify unique precipitation particle and other

physical parameters in differentmicrophysical processes

using regional models such as the WRF Model

(Skamarock and Klemp 2008). This problem revealed

that many characteristics of the model results were quite

sensitive to the choice of microphysics scheme

(Weisman et al. 2008; Dawson et al. 2010; Bryan and

Morrison 2012). Clark et al. (2012) also found that no

single microphysics scheme could surpass the others in

performance during the 2010 National Oceanic and

Atmospheric Administration’s (NOAA’s) Hazardous

Weather Testbed (HWT) Spring Forecasting Experi-

ment. There is also much debate on whether more

complex microphysics schemes provide value for pre-

cipitation forecasts (e.g., Luo et al. 2010; Seifert and

Stevens 2010; van Lier-Walqui et al. 2012; Van

Weverberg et al. 2013). Based on the microphysics

scheme sensitivity study of Blossey et al. (2007), mi-

crophysics was found to have little impact on

decreasing a model’s apparently excessive pre-

cipitation efficiency. Additionally, Cintineo et al.

(2014) pointed out that large uncertainties remain in

how various microphysics schemes represent subgrid-

scale microphysical processes. Thus, as grid spacing

decreases, cloud microphysics schemes have limita-

tions in representing moist convection (Arakawa and

Jung 2011; Gustafson et al. 2013; Molinari and

Dudek 1992).

One reason for the partial failure of cloud micro-

physics schemes can be attributed to the fact that

grid-scale dynamics is separated from cloud physics.

Additionally, there will be clouds that are unresolved by

high spatial resolutions (e.g., ;1–10-km grid spacings)

and their effects need to be accounted for to improve

predictability (e.g., Molinari and Dudek 1992; Seaman

et al. 1998). Thus, from these studies it can be inferred

that, at high spatial resolutions, usage of a cloud mi-

crophysics scheme alone (without an active parameter-

ized convective scheme) may not be sufficient to

represent moist convection and precipitation for

warmer periods in weather forecasts.

The dynamic cloud processes that describe cloud

formation and growth can impact the timing, location,

and intensity of precipitation. InmanyNWPmodels, the

fractional cloudiness can influence atmospheric radia-

tion budgets as well as the dynamics and thermody-

namics, but in the past, subgrid-scale cumulus cloudiness

and the associated radiative impacts have been largely

neglected outside of global climate models. Alapaty

et al. (2012) and Herwehe et al. (2014) emphasized and

documented the importance of incorporating such

subgrid-scale cloud–radiation interactions using the

Kain–Fritsch (KF) convective parameterization scheme

(Kain 2004) and the Rapid Radiative Transfer Model

for GCMs (RRTMG) schemes (Iacono et al. 2008). To

represent subgrid-scale clouds at higher resolutions, it

will be shown that there is a need to relax some of the

assumptions used in convective parameterizations (e.g.,

the KF scheme). We address some of these issues that

cause convective parameterization schemes to degrade

progressively as resolution is increased, in particular for

high-resolution modeling (for grid spacings on the order

of 1–10km).

One of the many key parameters in convective param-

eterization schemes is the convective adjustment time

scale, a characteristic time scale with which convective

available potential energy (CAPE) is reduced at an expo-

nential rate by convection. This parameter is set as a con-

stant value in many regional and global models with the

exception of a very few models (e.g., the European Centre

for Medium-Range Weather Forecasts model; Bechtold

et al. 2008). Literature indicated that there is some un-

certainty in the specification of this parameter. For exam-

ple, Mishra and Srinivasan (2010) improved the simulation

of the seasonal mean precipitation significantly by in-

creasing the adjustment time scale value from 1 to 8h,

while Done et al. (2006) found that varying the adjustment

time scale from minutes to 1 day resulted in changing all

convective parameterization-generated subgrid-scale rain-

fall to only grid-scale precipitation. In addition, the mag-

nitude of convective heating and drying rates has been

found to correlate with local CAPE more strongly at finer

scales when grid spacing is on the order of 1–10km (Kain

2004). Another key cloud process is the interaction be-

tween convection and its environment through entrain-

ment and detrainment. These processes are quite complex

and are of vital importance in regional and global models

(e.g., Tokioka et al. 1988; Kain and Fritsch 1990; Kang et al.
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2009). In many global models (e.g., Neale et al. 2010), the

entrainment rate is specified and is a parameter often

adjusted to improve results; however, there are very few

regional and global models in which the entrainment

rate is empirically estimated (e.g., Kain 2004; Chikira

and Sugiyama 2010; Del Genio et al. 2012). But for

high-resolution simulations, assumptions made in the en-

trainment formulation of the KF scheme need to be re-

considered. The convective momentum transport by

cumulus convection is not included in many regional

models, but for high-resolution modeling the importance

of including such subgrid-scale transport on grid-scale

vertical motions deserves attention since it could help

reduce model spinup time.

Based on the above considerations, a few updates that

were explored using the KF convective scheme are the

following: inclusion of subgrid-scale cloud radiation

interactions, a dynamic adjustment time scale, impact of

subgrid-scale cloud updraft mass fluxes on grid-scale

vertical velocity, and an entrainment methodology

based on the lifting condensation level (LCL). These

changes introduce scale dependency for some of these

key parameters in the KF scheme with an expectation

that they will improve weather forecasts at 9- and 3-km

grid spacings.

Since forecasts are sensitive to the initial conditions

and small changes in the initial conditions can lead to big

changes farther out in time (Rabier et al. 1996; Stensrud

et al. 2000), an accurate specification of the initial model

state (i.e., the analysis of the atmospheric state) can

make a significant improvement in high-resolutionNWP

model forecasts (Ehrendorfer 1997; Simmons and

Hollingsworth 2002). In this study, we also explore im-

pacts of initial conditions on short-term high-resolution

forecasts, as well as the sensitivity to different initial

conditions of a high-resolution NWP model that in-

cludes an updated parameterized cloud dynamics. For

that reason, we have made an attempt to study the im-

pacts of introducing scale-aware convective parameter-

ized cloud dynamics for high-resolution forecasts using

two different initial analyses.

To improve the prediction of precipitation distribu-

tion and variability, this study introduces several

changes to the KF convective parameterization scheme

in the WRFModel and evaluates their impacts on high-

resolution short-term forecasts. Since high-resolution

models can have varying degrees of sensitivities to

physics, dynamics, and initial conditions, the objectives

of this study are limited to understanding of the impacts

of using 1) initial conditions obtained from two different

analysis fields, and 2) a scale-dependent updated KF

scheme on high-resolution precipitation forecasts using

WRF, version 3.4.1 (Skamarock and Klemp 2008). This

paper is organized as follows: section 2 presents methods

for updating the KF scheme, section 3 describes the

design of the numerical simulations, section 4 evaluates

the WRF Model performance, and the summary and

conclusions are provided in section 5.

2. Methodology

For the purpose of improving high-resolution pre-

cipitation forecasts, we developed an updated KF

scheme based on the study of subgrid-scale cloud–

radiation interactions by Alapaty et al. (2012) by in-

troducing grid resolution dependency andmodifying the

adjustment time scale and entrainment processes that

influence surface precipitation. To help mitigate model

spinup issues in short-range weather forecasts and as-

sociated precipitation, we also considered the impacts of

subgrid-scale cloud updraft mass fluxes on grid-scale

vertical velocity.

Multisensor precipitation estimates (MPE; also

known as stage-IV next-generation radar), hourly rain-

fall products, and the satellite infrared cloud observa-

tions were used for validation of the model forecasts.

MPE stage IV is a national precipitation analysis ob-

tained from consideration of next-generation radar data

and precipitation gauges (Lin and Mitchell 2005). MPE

data at 4-km spatial resolution were obtained at hourly

intervals and interpolated for a 3-km grid spacing in our

study. The high spatial resolution of MPE data makes it

possible to evaluate high-resolution NWP model pre-

cipitation forecasts.

a. The KF convective parameterization scheme

The KF convective parameterization scheme (Kain

and Fritsch 1990, 1993; Kain 2004) has been used suc-

cessfully over the years, incorporated in the fifth-

generation Pennsylvania State University–National

Center for Atmospheric Research Mesoscale Model

(MM5; Wang and Seaman 1997), the National Centers

for Environmental Prediction (NCEP) Eta Model

(Black 1994), the WRF Model (Skamarock and Klemp

2008), and the new Model for Prediction Across Scales

(MPAS; Skamarock et al. 2012). The KF scheme is a

mass flux parameterization and uses the Lagrangian

parcel method, and it can be generally grouped into

three parts: 1) the convective trigger function, 2) the

mass flux formulation, and 3) the closure assumptions.

The early version of the KF scheme (Kain and Fritsch

1990, 1993) utilized a simple cloud model with moist

updrafts and downdrafts, and has been modified for use

byNWPmodels. Several components of that KF scheme

have been changed (Kain 2004) to include an updraft

formulation (i.e., imposing a minimum entrainment
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rate, specified cloud radius to vary as a function of

subcloud-layer convergence, allowing a minimum cloud

depth to vary as a function of cloud-base temperature,

and allowing shallow convection), a downdraft formu-

lation (i.e., introducing a new downdraft algorithm),

and a closure assumption (i.e., calculating CAPE based

on the path of an entraining parcel). In this study, we

have used that latest version of theKF scheme (i.e., Kain

2004) to introduce several new science updates that are

described in the following section.

b. A brief description of subgrid-scale
cloud–radiation interactions

In most NWP models, subgrid-scale convective pa-

rameterizations do not consider cumulus cloud feedbacks

to radiation due to a lack of knowledge on how to esti-

mate fractional cloudiness as a function of parameterized

clouds, resulting in biases in both regional weather and

climate simulations (Herwehe et al. 2014). Alapaty et al.

(2012) introduced a subgrid-scale cumulus cloudiness

formulation to the KF convective parameterization

scheme (Kain 2004) and the RRTMG model (Iacono

et al. 2008). The inclusion of subgrid-scale cloud–

radiation interactions created more realistic longwave

and shortwave radiation variability, leading to the im-

provement of several meteorological parameters at both

the weather and climate time scales. Here, we extend the

study of subgrid-scale cloud–radiation interactions by

relaxing some of the assumptions used in the KF scheme

and hypothesize that our updated KF scheme will reduce

excessive precipitation in weather forecasts for short-

term high-resolution modeling studies.

c. A dynamic formulation for the adjustment time
scale

The adjustment time scale t is the time over which

CAPE is reduced to stabilize the atmosphere, originally

introduced by Fritsch and Chappell (1980). In the de-

fault configuration of many NWP models, a constant

value of t is specified as a global constant. The KF

scheme uses a technique that was proposed by Fritsch

and Chappell (1980) for the estimation of t based on the

mean tropospheric horizontal wind speed and grid res-

olution. However, as noted by Stensrud (2007), this

formulation may approach its limitation either for high-

resolution grids or for environments with strong winds,

such as hurricane simulations. Because of this limitation,

t was found to be one of the parameters that caused wet

biases in simulated precipitation amounts at 12-km grid

spacing (Bullock et al. 2015). As we move from coarser

(;15km) to high-resolution (;1 km) grids, one would

expect the impacts of parameterized convection to

gradually become less significant. However, many

convective parameterization schemes cannot work

properly at these finer scales because the tendencies

produced by parameterized convection dominate over-

resolved convection (Arakawa and Jung 2011; Molinari

andDudek 1992). Tomake convective parameterization

schemes (such as KF) seamless across these spatial

scales, t should increase with increased grid resolution

such that atmospheric stability restoration is gradually

taken over by the resolved convective processes. How-

ever, it does not occur with the existing t methodology

used in the KF scheme as demonstrated by Bullock et al.

(2015). To that effect, a formulation for t is developed

by using cloud macrophysical parameters following the

notion used by Bechtold et al. (2008).

Considering the fact that many KF parameters are

tied to grid spacing of around 25km (Kain 2004), we

derive a new grid resolution–dependent dynamic for-

mulation of the adjustment time scale based on

Bechtold et al. (2008):

t5
depth scale

velocity scale
F
n
(Dx) ,

(1)

t5
H

W
b, and (2)

b5

�
11 ln

�
25

Dx

��
, (3)

whereH is cloud depth (m),W is cloud-averaged vertical

velocity (m s21), Dx is the horizontal grid spacing (km),

and b is a scaling parameter dependent on the model’s

horizontal grid spacing Dx (km), analogous to but dif-

ferent from that of Bechtold et al. (2008).

For a spectrum of grid resolutions, the adjustment

time scale t fromEq. (1) without the scaling parameterb

would be of the same order. Thus, as argued earlier, the

scaling parameter helps the scheme represent a smooth

transition from parameterized cloud physics to resolved

grid-scale cloud physics. For a 25-km grid, the scaling

parameter b will become 1.0, while for a 1-km grid it

would be about 4 times larger. Proposed spatial varia-

tion of the scaling parameter closely follows the

logarithmic-bimodal distribution of cloud fraction de-

pendency on horizontal grid resolution derived from a

cloud-resolving modeling study (Arakawa and Wu

2013). In our study, as resolution increases, t increases

and thus reduces the number of parameterized updrafts,

which conforms to the main theme of Arakawa and Wu

(2013) that subgrid-scale cloud fraction should cover

only a small portion of a grid cell. Since the cloud depth

H is readily available from the KF, cloud-averaged

vertical velocity scale W is the only unknown in Eq.

(2) and it is estimated as follows.
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We extend the shallow convection study of Grant and

Lock (2004) that used large-eddy simulations (LES) and

observations of the Barbados Oceanographic and Me-

teorological Experiment (BOMEX; Holland and

Rasmusson 1973) to relate cloud depth-averaged verti-

cal velocity W to the product of KF cloud-base updraft

mass flux and entrained CAPE as

W5 (dm
b
A

e
)1/3 , (4)

where d is a constant and set to unity so that Eq. (4) is

consistent with that of Grant and Lock, mb is the cloud-

base updraft mass flux per unit density (m s21), andAe is

diluted/entrained CAPE (m2 s22).

Since Eq. (4) was originally developed for shallow

convective clouds, in order to extend it for deep con-

vective clouds, we have introduced the constant d. It is

interesting to note that Grant and Lock (2004) did not

note that Eq. (4) is related to the cloud work function

originally proposed by Arakawa and Schubert (1974)

for a spectrum of convective clouds. Thus, Eq. (4) also

works for deep convective clouds since it is essentially

the cubed root of a simplified form of the cloud work

function. The cloud work function is defined as the

buoyancy flux contribution to the rate of change of

convective kinetic energy per unit of cloud-base mass

flux, which then can be related to the product of verti-

cally averaged cloud mass flux and entrained CAPE

(Ae). Thus, d becomes the ratio of vertically averaged

cloud mass flux and cloud-base mass flux, resulting in

Eq. (4). From the study of Lawrence and Rasch (2005)

that used the Zhang and McFarlane (1995) scheme, we

find that vertically averagedmass flux is very close to the

cloud-base mass flux and thus d can vary from about 0.9

to 1.1 for deep convection. However, in this study, we set

d to unity for the deep moist convection.

Our new dynamic formulation for the adjustment time

scale can then be written as

t5
H

(dm
b
A

e
)1/3

b5
H

(dm
b
A

e
)1/3

�
11 ln

�
25

Dx

��
. (5)

Thus, the adjustment time scale in Eq. (5) increases as

resolution increases, resulting in longer time allowed for

CAPE consumption by parameterized cloud physics and,

hence, stabilization of the atmosphere by the KF scheme,

facilitating a gradual transition of the stability restoration

by the KF scheme to the grid-scale cloud physics.

d. Enhancement of grid-scale vertical velocity using
subgrid-scale updraft mass fluxes

Many studies (e.g., Han and Pan 2011; Richter and

Rasch 2008; Mallard et al. 2013) cite the need for

inclusion of convective momentum transport into the

KF scheme for proper simulation of hurricanes. But, for

high-resolution convective precipitation forecasts, it is

not clear whether subgrid-scale updraft mass flux plays

an important role on grid-scale momentum, mass, and

energy transport. To address an aspect of this issue, we

considered impacts of subgrid-scale updraft mass fluxes

on grid-scale vertical velocity using a simple linear

methodology. One potential benefit is that it can help

reduce model spinup time over convectively active re-

gions by increasing the grid-scale vertical velocity. The

proposed simple linear mixing methodology for en-

hancing grid-scale vertical velocity is expressed as

W
up
5

M
up

r
5
M/Dx2

r
, and (6)

W
n
5W

g
1W

up
, (7)

where Wup is the effective vertical velocity of subgrid-

scale updraft (m s21), Mup is the subgrid-scale updraft

mass flux (kgm22 s21), r is the convective plume density

(kgm23), M is the updraft mass rate (kg s21), Wn is the

reformulated grid-scale vertical velocity (m s21), andWg

is the grid-scale vertical velocity (m s21).

e. Entrainment methodology based on LCL

From Kain (2004) the equation of the minimum en-

trainment rate for convective plumes is given by

DM
e
5M

b

C

R
DP , (8)

where DMe is the mixing rate (kg s21);Mb is the updraft

mass rate at cloud base (kg s21); C 5 0.03 is a constant

(mPa21), which controls the overall magnitude of the

entrainment rate for convective plumes; R is the radius

of cloud base and dependent on the magnitude of ver-

tical velocity at the LCL (m); and DP is the pressure

depth of a model layer (Pa).

The magnitude of the constant C used in the Eq. (8) is

the same as that of the nondimensional Tokioka pa-

rameter, a 5 0.03 (Tokioka et al. 1988), used in global

climate studies (e.g., Kang et al. 2009; Kim et al. 2011;

Lin et al. 2013) for entrainment rate estimation. These

global studies showed that the hyperactivity of a

subgrid-scale convection scheme can be largely modu-

lated by tuning the Tokioka parameter, which allows

grid-scale processes to perform the needed moisture

conditioning of the large-scale atmosphere. These

studies also showed that the subgrid-scale precipitation

decreases as the Tokioka parameter increases, resulting

in an increase of grid-scale precipitation for improved

climate simulations. Dependence of the entrainment on
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horizontal grid resolution for radiatively driven shallow

(stratocumulus) clouds was studied by Stevens and

Bretherton (1999) using a large-eddy simulation model.

Their study found that when the horizontal spacing is

coarsened, the entrainment rate decreased without any

noticeable changes in the overall structure of the sub-

cloud layer and cloud layer. The role of entrainment for

continental deep convective clouds was extensively

studied by Del Genio and Wu (2010). One of their

findings was that at finer spatial resolutions, their in-

ferred entrainment rate was greater because turbulence

was more resolved. They also used the WRF Model at

different grid resolutions and found the inferred en-

trainment rate at 125-m grid spacing to be stronger than

that inferred at 600-m grid spacing. Entrainment in deep

convective clouds was also studied byRomps andKuang

(2010) using a LES model. It was shown that the purity

of convection decreases with finer grids (ranging from

3200- to 100-m spacings), suggesting increased entrain-

ment with finer grid spacing. Finally, in a recent cloud

resolving modeling study, Bryan and Morrison (2012)

concluded that changes in the simulated squall-line in-

tensity differences between two model grid resolutions

(1- and 0.25-km grid spacing) were primarily attributed

to the increased entrainment. Thus, all these studies

clearly highlighted the dependency of entrainment on

the horizontal grid resolution (i.e., entrainment increases

as grid resolution increases). de Rooy et al. (2013)

provide a detailed review of entrainment in cumulus

convection and highlights the study of Houghton and

Cramer (1951) that entrainment needs to be partitioned

into two parts: 1) entrainment due to large-scale pro-

cesses and 2) entrainment due to turbulence at cloud

edges. Since the first type of entrainment is being

TABLE 1. Summary of the numerical experiments.

Simulation period Expt No. Expt name

Initial

conditions

Microphysics

scheme

9-km grid

spacing

3-km grid

spacing

0000 UTC 4 Jun–

0000 UTC 6 Jun

2002

1 EXP GFS Goddard

microphysics

scheme

KF scheme No cumulus

parameterization2 CFSR

3 BASE GFS KF scheme KF scheme

4 CFSR

5 UKF GFS Updated KF scheme Updated KF

scheme6 CFSR

0600 UTC 16 Jun–

0600 UTC 18 Jun

2002

7 EXP GFS Goddard

microphysics

scheme

KF scheme No cumulus

parameterization8 CFSR

9 BASE GFS KF scheme KF scheme

10 CFSR

11 UKF GFS Updated KF scheme Updated KF

scheme12 CFSR

0000 UTC 5 Jul–

0000 UTC 7 Jul

2010

13 EXP GFS Goddard

microphysics

scheme

KF scheme No cumulus

parameterization14 CFSR

15 BASE GFS KF scheme KF scheme

16 CFSR

17 UKF GFS Updated KF scheme Updated KF

scheme18 CFSR

0000 UTC 28 Jul–

0000 UTC 30 Jul

2010

19 EXP GFS Goddard

microphysics

scheme

KF scheme No cumulus

parameterization20 CFSR

21 BASE GFS KF scheme KF scheme

22 CFSR

23 UKF GFS Updated KF scheme Updated KF

scheme24 CFSR

25 DYNTAU GFS KF scheme with only dynamic t update

26 CFSR

27 WUP GFS KF scheme with only updraft mass flux

update

28 CFSR

29 ENT GFS KF scheme with only entrainment update

30 CFSR

0600 UTC 16 Jun–

0600 UTC 18 Jun

2002

31 EXP GFS WDM6

scheme

KF scheme No cumulus

parameterization32 CFSR

33 BASE GFS KF scheme KF scheme

34 CFSR

35 UKF GFS Updated KF scheme Updated KF

scheme36 CFSR
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represented by Eq. (8), we have included the second

type of entrainment through the usage of the Tokioka

parameter. Thus, we considered all of these findings

when reformulating the entrainment rate [Eq. (8)] in the

KF scheme tomake it more adaptable to high-resolution

model forecasts and to work seamlessly across spatial

scales. We introduce this feature via a dynamic Tokioka

parameter that increases as model resolution increases.

Thus, the resolution-dependent Tokioka parameter

helps to represent grid spacing effects on convective

cloud–entrainment interactions similar to that docu-

mented in the literature. Hence, consistent with the

above global climate and large-eddy simulation studies,

we have introduced a scale dependency for the Tokioka

parameter by multiplying it with the b shown in Eq. (3),

and also replaced R by ZLCL (m)—subcloud layer

depth—which is the height of the LCL above the

ground. The main advantage of using ZLCL instead of R

is that at higher resolutions, R generally approaches the

upper limit of 2 km used in the KF scheme, thus, it is not

consistent with the assumption that subgrid-scale cloud

fraction covers only a small area of a grid cell (e.g.,

Arakawa andWu 2013). In such situations, the diameter

of the KF cloud will become 4km and thus, at the 3-km

grid spacing used in this study, usage of R is in-

appropriate as the assumed subgrid cloud diameter ex-

ceeds the grid size.

Then, the new minimum entrainment equation can be

written as

DM
e
5M

b

ab

Z
LCL

DP . (9)

Thus, Eq. (9) attempts to include both the types of en-

trainment consistent with the descriptions of de Rooy

et al. (2013).

3. Design of simulations

The WRF Model (Skamarock and Klemp 2008) is

commonly used for a wide range of meteorological

studies across scales ranging from meters to thousands

of kilometers and time scales from days to decades. An

increasing number of researchers are employing it to

study regional weather (e.g., Chen et al. 2011) and his-

toric and future climate (e.g., Otte et al. 2012). However,

recent regional climate research noted that WRF often

produced excessive precipitation within highly energetic

convective systems (Done et al. 2004; Hong et al. 2010;

Alapaty et al. 2012; Herwehe et al. 2014). We hypothe-

size that including the effects of parameterized scale-

aware cloud dynamics into a high-resolution WRF

simulation will reduce the excessive rainfall biases by

properly representing convective time scale, grid-scale

vertical velocity, and entrainment effects.

The WRF Model, version 3.4.1, was used to con-

duct all weather forecast simulations over the U.S.

southern Great Plains (SGP) due to its importance as a

FIG. 1. (a) Topographic map of the nested model domain over

the U.S. southern Great Plains (SGP) and (b) the IHOP_2002

domain and fixed deployment locations (https://www.eol.ucar.edu/

field_projects/ihop2002).
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land–atmosphere coupling ‘‘hotspot’’ (Koster et al.

2004; Zheng et al. 2015) and the availability of various

observations. The main land-cover types include grass-

land, cropland, savannas, and a mixture of crop and

natural vegetation (Holt et al. 2006; LeMone et al. 2007).

To understand the effects of using parameterized

cloud dynamics for high-resolution forecasts, we tested

three WRF Model configurations with two-way inter-

acting nests for the SGP. In our model simulations we

used two choices [the Goddard microphysics scheme

and theWRF double-moment 6-class scheme (WDM6)]

for grid-scale cloud processes for both grid spacings (9

and 3km). However, for subgrid-scale cloud represen-

tation, we used three approaches: 1) disabled subgrid-

scale convection, allowing only explicit convection; 2)

the latest KF scheme (Kain 2004); and 3) our updated

KF scheme. Details on the cloud formulations used in

this study are described in Table 1, showing a total of 36

numerical experiments. We have assigned a unique ex-

periment name for each set of numerical simulations and

FIG. 2. Comparative example of simulated 12-h (0000–1200 UTC 5 Jun 2002) accumulated precipitation (mm) over a 9-km grid spacing

domain with (top) GFS and (middle) CFSR for (a),(d) EXP; (b),(e) BASE; (c),(f) UKF; and (g) stage-IV observed precipitation.
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these are referred to as EXP (explicit convection only),

BASE [with the Kain (2004) KF], and UKF (with the

updated KF). For example, for each simulation period,

the EXP case has two numerical simulations, as identi-

fied under experiment number in Table 1, referring to

two types of initial conditions. To study impacts due to

the choice of microphysics representation with the up-

dated KF scheme and its effects on regional weather

simulations, we performed another set of six numerical

experiments. These experiments were designed to

compare the performance of the Goddard microphysics

scheme with the WDM6. Note that no nudging or data

assimilation was used in any of the simulations.

The 18 6-hourly NCEP Global Final Analysis (FNL)

data derived from the Global Forecast System (GFS) and

0.58 6-hourly Climate Forecast SystemReanalysis (CFSR)

data were used separately to develop lateral boundary and

initial conditions for the large-scale atmospheric fields, soil

parameters (i.e., soil moisture and temperature), and

sea surface temperature (SST). The WRF Model was

FIG. 3. Comparative example of simulated 6-h (0000–0600 UTC 5 Jun 2002) accumulated precipitation (mm) over a 3-km grid spacing

domain with (top) GFS and (middle) CFSR for (a),(d) EXP; (b),(e) BASE; (c),(f) UKF; and (g) stage-IV observed precipitation.
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configured with two-way interactive nested domains

using horizontal grid spacing of 9 km (290 3 280 grid

points; domain 1 in Fig. 1a) and 3km (307 3 274 grid

points; domain 2 in Fig. 1a). Locations of observational

sites in domain 2 are shown in Fig. 1b. In the vertical, the

model was configured with 28 eta levels with amodel top

at 50 hPa. Prominent physics options in theWRFModel

configuration included the RRTMG radiation models

(Iacono et al. 2008), the Goddard microphysics scheme

(Tao et al. 1989), the Mellor–Yamada–Janjić (MYJ)

planetary boundary layer (PBL) scheme (Janjić 2002),

and the Noah land surface model (Chen and Dudhia

2001). We focus our evaluation on assessing the updated

model’s ability to forecast the location and intensity of

surface precipitation, surface longwave and shortwave

radiation, and surface temperature fields.

4. Results and discussion

The primary goal of this study is to investigate the

suitability of the updated KF scheme for high-resolution

simulations representing and forecasting surface pre-

cipitation. Another goal is to study the impacts of two

types of initial conditions obtained from different ana-

lyses on high-resolution model simulations. For this

purpose, WRF simulations using the 1.08 6-hourly FNL

datasets derived from GFS (denoted as GFS) to specify

the initial states as well as boundary conditions are

compared to those which used the 0.58 6-hourly CFSR

data (denoted as CFSR) as initial and boundary condi-

tions. Four different regional precipitation patterns and

time periods were selected for this experiment. An ad-

ditional microphysics scheme sensitivity study (using the

Goddard and WDM6 microphysics schemes) was de-

signed to explore whether various microphysics schemes

accompanied with the updated KF scheme are able to

produce appropriate precipitation forecasts for these

high-resolution simulations.

a. Simulation period 0000 UTC 4 June–0000 UTC
6 June 2002: Experiments 1–6

Representative examples of observed and simulated

12-h accumulated precipitation at 9-km grid spacing and

6-h accumulated precipitation at 3-km grid spacing

starting at 0000UTC 5 June 2002 are shown in Figs. 2 and

3. It is apparent that the model forecasts with GFS con-

tain precipitation at appropriate general locations and

with a similar spatial structure when compared to the

stage-IV observed precipitation (Figs. 2g and 3g). How-

ever, the precipitation forecasts over the central to

FIG. 4. Outgoing longwave radiation (Wm22) with GFS at 1800 UTC (1300 CDT) 5 Jun 2002 over (top) a 9-km grid spacing domain and

(bottom) a 3-km grid spacing domain for (b),(f) EXP; (c),(g) BASE; and (d),(h) UKF.
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eastern regions of the domains using CFSR as initial and

boundary conditions (Figs. 2d–f and Figs. 3d–f) are shif-

ted to the north, while in Figs. 2d–f the precipitation

patterns over central Mexico and the Gulf of Mexico

(based on observed cloud cover) seem to be reasonably

simulated. Such precipitation location offset indicates

that the reanalysis systems may be impacted by in-

teractions between the observational data and the as-

similation system and can create unrealistic precipitation

distributions shortly after the model is initialized. It also

indicates that some forecasts are more sensitive to ini-

tialization than to convective parameterization or phys-

ics. The 6-h accumulated precipitation from the 3-km grid

spacing UKF GFS forecast (Fig. 3c) depicts a broad area

of heavy precipitation over the western parts of the do-

main similar to that seen in the observations (Fig. 3g). It is

also noted that the high-resolution UKF model simula-

tions show improvement in the precipitation distribution.

For instance, in Figs. 2 and 3 the heavy precipitation that

occurred along the border of Oklahoma and Texas is

shifted to the north and east in the BASE run (Figs. 2b

and 3b), but is well simulated by the UKF run (Figs. 2c

and 3c). In addition, around Lake Michigan the 12-h ac-

cumulated precipitation from the 9-km grid spacing

forecast fromUKF (Fig. 2c) has less coverage than that in

the other two model runs using EXP and BASE (Figs. 2a

and 2b), again making UKF’s precipitation coverage

more similar to the observations. Note that the MPE

observations are only limited to land areas and thus no

observational data exists over the ocean. Thus, large

precipitation over the ocean (bottom-right corner in the

Figs. 2a–f) simulated by the model cannot be verified.

For cloudy skies, outgoing longwave radiation (OLR) is

reduced as opposed to clear skies and thus intercomparison

of modeled OLR (Wm22) can point out differences in

simulations of cloud placement and depth. The OLR at

1800 UTC (1300 CDT) 5 June 2002 for WRF simulations

with GFS for the 9- and 3-km grid spacing domains (ex-

periments 1, 3, and 5 in Table 1) are shown in Fig. 4. The

time shown is for the 42nd forecast hour of the 48-h sim-

ulations when convection is active. Satellite cloud coverage

images available from NOAA’s Aviation Digital Data

Services (http://aviationweather.gov/adds/) are used for

comparison to the EXP, BASE, and UKF runs. The OLR

over the 9-km grid spacing domain (Figs. 4a–d) indicates

that the southwest–northeast orientation of a band of low

OLR for the UKF is more comparable to the satellite ob-

servation and contains more detailed information due to

the subgrid-scale effects that are included here but not

present in theBASEandEXP runs. It also shows lessOLR

FIG. 5. Surface shortwave radiation (Wm22) with GFS at 1800 UTC (1300 CDT) 5 Jun 2002 over (top) a 9-km grid spacing domain and

(bottom) a 3-km grid spacing domain for (b),(f) EXP; (c),(g) BASE; and (d),(h) UKF.
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for the UKF due to subgrid clouds (i.e., Michigan, Ala-

bama, Mississippi, and Texas) and more OLR under less

cloudy regions (i.e., Indiana, Ohio, and Kentucky) com-

paredwith those forEXP andBASE. In addition, as one of

the key components of the surface energy budget, the

representation of downward shortwave radiation (DSR) is

also used for the comparison. Figure 5 shows DSR for

1800 UTC (1300 CDT) 5 June 2002 along with satellite

cloud coverage showing widespread cloudiness throughout

Texas, Oklahoma, Missouri, Tennessee, Kentucky, In-

diana, and Illinois. TheDSR for the 9-km grid spacing over

Tennessee, Kentucky, Mississippi, and Alabama in EXP

and BASE indicates clear-sky conditions (Figs. 5b and 5c).

However, inUKF, theDSR indicatesmore cloud coverage

(Fig. 5d) similar to that seen in the observations (Fig. 5a).

Further, the DSR for the 3-km grid spacing simulations

(Figs. 5f–h) indicate that the cloud coverage for UKF is

larger and in better agreement with the observations

(Fig. 5e). This result is primarily because of the updatedKF

where the radiative effects of subgrid-scale clouds can be

realistically represented even in grid spacing smaller than

4km. Thus, the UKF configuration improves the cloud

cover simulation, producing more realistic simulated radi-

ation that could contribute to a better precipitation

forecast.

Improved representation of cloudiness also affects the

temporal variations of surface radiation in UKF for high-

resolution model forecasts. For example, the measured

48-h variations of downward longwave and shortwave

fluxes and the corresponding simulations at New Salem

(37.318N, 98.948W), Kansas (IHOP_2002 site 7), at 3-km

grid spacing (Figs. 6a and 6b) indicate that UKF modu-

lates the radiative impacts in the model, particularly

during the second day of the forecast. Both the EXP and

BASE show large biases in shortwave fluxes with more

than 600Wm22 overestimations in the second day. The

UKF simulation decreases the downward shortwave flux

while increasing the downward longwave flux with the

help of improved representation of cloudiness (Figs. 6a

and 6b), leading to an overall improvement in the tem-

poral variability of the surface fluxes. The increased

cloudiness from UKF also reduces the surface tempera-

ture (Fig. 6c) by about 58C. The UKF also shows a better

simulation than the others in terms of variability, espe-

cially for the last 6h of the run. However, the impact on

the 2-m specific humidity (Fig. 6d) is not significantly

different among runs because it depends on several land

surface parameters such as soil moisture.

To study the functionality of the new science updates

used in the KF scheme on the entire model atmosphere,

we present sounding profiles (Fig. 7) at 0000 UTC 6 July

2002 for specific humidity, potential temperature, and

wind speed at Norman, Oklahoma (OUN, 35.188N,

97.448W), and Topeka, Kansas (TOP, 39.078N, 95.628W),

simulated at 3-km grid spacing and compared with re-

spective observations available from the University of

Wyoming (http://weather.uwyo.edu/upperair/sounding.

html). For both observation sites, there is no clear

FIG. 6. The 48-h variation (0000 UTC 4 Jun–0000 UTC 6 Jun

2002) of (a) downward longwave flux at ground surface (Wm22),

(b) downward shortwave flux at ground surface (Wm22),

(c) temperature at 2m (8C), and (d) specific humidity at 2m

(g kg21), at New Salem (37.318N, 98.948W), KS, from IHOP_2002

site 7 measurements (solid line) and corresponding simulations in

EXP (dotted line), BASE (dot–dashed line), and UKF (dashed

line) with GFS at 3-km grid spacing.
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indication of which simulation is outperforming the

others, suggesting that the UKF has only minor differ-

ences with the other simulations for this observational

time. However, tropospheric wind speeds and surface

specific humidity simulated by theUKF seem to be closer

to the observations. A detailed comparison of lower-

tropospheric profiles is presented in the following section.

b. Simulation period 0000 UTC 28 July–0000 UTC
30 July 2010: Experiments 19–24

To extend this case study, a second set of 48-h simu-

lations was initialized at 0000 UTC 28 July 2010

(experiments 19–24). Comparative examples of simu-

lated 6-h accumulated precipitation on the second day

over 9- and 3-km grid spacings are shown in Figs. 8 and 9.

It is noted that the initial conditions still play an im-

portant role in the model simulation, but the pre-

cipitation forecast with CFSR has no spatial shift in this

case, relative to observations. The general rainfall lo-

cations of UKF with GFS and CFSR are similar and

close to the observations. The KF scheme in the EXP

and the BASE runs with 9-km grid spacing again result

in heavier amounts of rainfall (Figs. 8a,b and 8d,e), while

UKF reduces the excessive precipitation and leads to a

FIG. 7. Sounding profile at 0000 UTC 6 Jul 2002 of (a),(d) specific humidity (g kg21); (b),(e) potential temperature (K); and (c),(f) wind

speed (m s21) valid at (top) Norman, OK (OUN, 35.188N, 97.448W), and (bottom) Topeka, KS (TOP, 39.078N, 95.628W).
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much better simulation. In the 3-km grid spacing pre-

cipitation forecast (Fig. 9), excessive precipitation oc-

curs with the BASE run, but better forecasts are evident

in EXP and UKF. Since the high-resolution MPE (stage

IV) hourly rainfall products have some biases (e.g.,

Wang et al. 2008; Westcott et al. 2008; Westcott 2009),

the visible satellite cloud observation is included in

the analysis to provide additional information. For the

9- and 3-km grid spacing runs, the observed 6-h

accumulated precipitation does not exceed 1mm in

most of the northern Texas Panhandle, however, cloud-

iness (which is taken as a key input parameter in our re-

search) can be seen in Texas in the visible satellite image

(Fig. 9h). The observed cloudiness indicates that the

precipitation fields simulated in the high-resolution grid

by EXP and UKF in Figs. 9a, 9c, 9d, and 9f are com-

parable to each other. Furthermore, it is demonstrated

that the explicit treatment of convection (no cumulus

FIG. 8. Comparative example of simulated 6-h (1800 UTC 29 Jul–0000 UTC 30 Jul 2010) accumulated precipitation (mm) over a 9-km

grid spacing domain with (top) GFS and (middle) CFSR for (a),(d) EXP; (b),(e) BASE; (c),(f) UKF; and (g) stage-IV observed

precipitation.
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parameterization) with a 3-km grid spacing at times

can adequately predict convective systems and pre-

cipitation, consistent with the results of Done et al.

(2004). For this case study, theUKF results successfully

demonstrate that it does not decrease the accuracy of

precipitation forecasts, relative to the EXP (explicit

treatment of convection). However, Done et al. (2004)

also pointed out that for some cases, explicit pre-

cipitation treatments suffered with an increasing

propagated bias in the forecasts that may be mitigated

by using the UKF treatment.

Three rain rate thresholds (5, 15, and 25mmh21) were

used to separate out light, medium, and heavy pre-

cipitation for the experiments. Within the thresholds,

precipitation, which was accumulated over time, was

area averaged over the 3-km grid spacing domain.

Figure 10 shows the 48-h (0000 UTC 28 July–

0000 UTC 30 July 2010) period area-averaged

FIG. 9. Comparative example of simulated 6-h (1800 UTC 29 Jul–0000 UTC 30 Jul 2010) accumulated precipitation (mm) over a 3-km

grid spacing domain with (top) GFS and (middle) CFSR for (a),(d) EXP; (b),(e) BASE; (c),(f) UKF; (g) stage-IV observed precipitation;

and (h) visible satellite image valid at 2132 UTC 29 Jul 2010. The satellite image is obtained from http://aviationweather.gov/adds/

managed by NOAA’s Aviation Digital Data Services.
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accumulated precipitation for simulations in EXP,

BASE, and UKF, reflecting dynamic changes in mod-

eling of convective events, and for forecasts with GFS

and CFSR, reflecting the change in initial and boundary

conditions. As expected, results show that the area-

averaged precipitation rates from the high-resolution

simulation with UKF are closer to the corresponding

stage-IV observations in precipitation intensity and the

FIG. 10. The 48-h (0000 UTC 28 Jul–0000 UTC 30 Jul 2010) area averaged 3-km grid spacing precipitation (mm) from stage-IV

observations (solid line) and corresponding simulations of EXP (dotted line), BASE (dot–dashed line), and UKF (dashed line) with

(a)–(d) GFS and (e)–(h) CFSR.
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timing of convection initiation for both GFS and CFSR.

It can be seen that improvements of the area-averaged

precipitation are made by UKF with GFS for very light

rain rates (0–5mmh21), moderate rain rates (15–

25mmh21), and heavier rain rates (greater than

25mmh21), while the BASE run performs poorest for all

the rates. The difference in the light rain rates (5–

15mmh21) with GFS between EXP and UKF is very

small. The area-averaged rainfall simulated using CFSR

is found to be heavier compared to the GFS results. In

addition, the 48-h averaged root-mean-square error

(RMSE) for the 3-km domain is shown in Table 2. In

general, the 48-h averaged RMSE of the area-averaged

precipitation is greatly decreased by UKF for all rainfall

rates. It indicates that UKF outperforms the other two

simulations at every threshold, regardless of the dataset

used for initial and boundary conditions. The differences

in the area-averaged RMSE between GFS and CFSR for

EXP are small (less than or equal to 0.10mmh21 at every

threshold) for all but greater than 25mmh21 cases, while

the differences for BASE are obviously larger (;0.16–

0.33mmh21). Although a negligibly small difference is

seen for UKF for the very light rain rate, the differences

in RMSE between GFS and CFSR for the other rates are

larger. In the heavier rainfall threshold, differences in the

48-h averaged RMSE are significant for all the experi-

ments (i.e., 0.29mmh21 for EXP, 0.26mmh21 for BASE,

and 0.25mmh21 for UKF). These differences reflect the

TABLE 2. The 48-h averaged root-mean-square error (RMSE) of area-averaged precipitation rate over a 3-km grid spacing domain.

GFS precipitation (mmh21) CFSR precipitation (mmh21)

0–5 5–15 15–25 greater than 25 0–5 5–15 15–25 greater than 25

EXP 0.74 1.09 0.60 0.55 0.70 1.00 0.50 0.26

BASE 1.68 1.29 0.77 0.71 1.35 1.07 0.61 0.45

UKF 0.47 1.06 0.55 0.43 0.45 0.87 0.37 0.18

FIG. 11. Vertical profile of virtual potential temperature (K) at 0000 UTC 29 Jul 2010 at

(a),(c) a 9-km grid spacing domain and (b),(d) a 3-km grid spacing domain valid at (top)Amarillo,

TX (AMA, 35.238N, 101.78W), and (bottom) Topeka, KS (TOP, 39.078N, 95.628W).
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influence of model initial conditions on the convection

scheme’s contribution to the precipitation forecast, sug-

gesting that changes in the model initial conditions can

have a direct effect on the simulation of precipita-

tion through the convective parameterization used

in NWP models.

Figure 11 shows the vertical profile of virtual potential

temperature for two grid cells for the 9- and 3-km grid

spacings at 0000 UTC 29 July 2010. Note that all three

simulations miss the shallow surface inversion at TOP

(39.078N, 95.628W) (Figs. 11c and 11d), and EXP and

UKF underestimate the surface temperature at Ama-

rillo, Texas (AMA, Figs. 11a and 11b). It is difficult to

pick out whether EXP or UKF performed better at AMA

(35.238N, 101.78W), since EXP looks slightly better in the

lower levels and UKF performs best in the upper portion

of the profile (Figs. 11a and 11b). Also note that the virtual

potential temperatures for UKF are almost constant

with height in the PBL and close to the observations

from the International H2O Project (IHOP), indicating

FIG. 12. Comparative example of simulated 6-h (1800 UTC 6 Jul–0000 UTC 7 Jul 2010) accumulated precipitation (mm) over a 9-km grid

spacing domain with (top) GFS and (middle) CFSR for (a),(d) EXP; (b),(e) BASE; (c),(f) UKF; and (g) stage-IV observed precipitation.
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that the MYJ scheme used in the WRF simulations with

the updated KF scheme is capable of simulating im-

proved well-mixed boundary layers.

c. Simulation period 0000 UTC 5 July–0000 UTC
7 July 2010: Experiments 13–18

A distinct widespread northeast–southwest rainfall

was observed in Oklahoma during the local afternoon

hours of 6 July 2010 (Figs. 12 and 13). Estimated 6-h

(1800 UTC 5 July–0000 UTC 7 July 2010) accumulated

precipitation for the EXP, BASE, and UKF simula-

tions and the stage-IV observed precipitation are

compared and shown in Figs. 12 and 13. In Fig. 12, the

UKF scheme successfully reduced excessive rainfall

produced by the BASE scheme. More interestingly,

over the parent domain of EXP, scale separation issues

with two-way nesting can be seen in the precipitation

field as the convection scheme differs across the nest

boundary (Figs. 12a and 12d). This boundary issue is

alleviated by using the same convection scheme (as in

FIG. 13. Comparative example of simulated 6-h (1800 UTC 6 Jul–0000 UTC 7 Jul 2010) accumulated precipitation (mm) over a 3-km grid

spacing domain with (top) GFS and (middle) CFSR for (a),(d) EXP; (b),(e) BASE; (c),(f) UKF; and (g) stage-IV observed precipitation.
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BASE or UKF) in the inner domain (Figs. 12b,c and

12e,f).

In the 3-km grid spacing simulations (Fig. 13), EXP

forecasts more precipitation in northeast Kansas, while

producing less precipitation than observed in Okla-

homa. The improvement of using better initial condi-

tions on high-resolution rainfall predictions can be seen

in EXP and UKF, and at 3-km grid spacing, the pre-

cipitation simulated by UKF with GFS is similar to the

stage-IV observation. However, the BASE run simu-

lates more rainfall than observed and there are no ob-

vious improvements when changing initial conditions.

Since the UKF is able to improve the high-resolution

precipitation forecast by introducing subgrid-scale ef-

fects, an instantaneous east–west-oriented transect of

the subgrid-scale rain rate simulated at 9- and 3-km grid

spacings is taken across Oklahoma and northern Texas

at 2000 UTC 5 July 2010 (Fig. 14). It is found that the

simulated convective rain rate for the finer-resolution

model (i.e., 3-km grid spacing) is generally less than that

for the coarser-resolutionmodel (i.e., 9-km grid spacing)

and confirms that subgrid-scale precipitation decreases

when the model resolution increases.

d. Sensitivity to microphysics schemes: Experiments
7–12 and 31–36

Sensitivity analysis is useful for diagnosing the impacts

of interactions of convective treatment and microphys-

ics on regional forecasts of rainfall. A 48-h period

starting at 0600 UTC 16 June 2002 during IHOP_2002 is

examined due to significant convective activity and a

large regional event that occurred over most of Okla-

homa and large areas of Kansas and north Texas

(Wilson and Roberts 2006). Sensitivity experiments

(experiments 7–12 and 31–36 in Table 1) were con-

ducted by varying model convective and microphysics

schemes. The 6-h accumulated precipitation forecasts

from all the experiments are compared to stage-IV

precipitation analyses. Figure 15 provides an example

of 9-km grid spacing forecasts of 6-h accumulated pre-

cipitation with the two microphysical parameterizations

and three convective treatments. Since the outer domain

is large compared to the inner domain, it mitigates the

lateral boundary condition impacts on the inner domain.

Figure 15 shows that the distributions of simulated

precipitation vary significantly with different combina-

tions of convective and microphysics schemes. Figure 16

shows an example of the sensitivity of precipitation to

microphysical parameterization at 3-km grid spacing.

The WDM6 scheme produces a large swath of pre-

cipitation with high values in the center. The Goddard

scheme with UKF is not able to provide a large area of

precipitation, although the orientation of the pre-

cipitation distribution is similar to observed rainfall.

These results demonstrate that the impact of using the

UKF scheme will vary from case to case and improve-

ments may not be consistent with differing microphysics

schemes. Therefore, for the cases where good initial

conditions are not present, the microphysics scheme and

the UKF scheme have limitations on improving the

precipitation forecast.

e. Sensitivity to each science update: Experiments
25–30

We recall that the three updates that include prop-

erly representing the time scale (DYNTAU), grid-

scale vertical velocity (WUP), and entrainment effect

(ENT), have been employed to modify the original KF

scheme, and as a result, the updated KF scheme has

substantially reduced the excessive precipitation biases

for NWP high-resolution forecasts. To find out which

update is dominating the precipitation differences, six

additional simulations (experiments 25–30 in Table 1)

using each update separately initialized by GFS and

CFSR were conducted for simulation period 0000

UTC 28 July–0000 UTC 30 July 2010. Figure 17 shows

48-h (0000 UTC 28 July–0000 UTC 30 July 2010) 3-km

grid spacing area-averaged accumulated precipitation

(mm) from stage-IV observations (black solid) and

corresponding simulations in DYNTAU, WUP, ENT,

UKF, and BASE using GFS (Fig. 17a) reanalysis data.

Since BASE produced more precipitation over wide

areas as compared to the observation at 3-km grid

spacing (Fig. 9), the simple area-averaged precipitation

for BASE compensates its low precipitation intensity

with an overprediction of areal rainfall coverage, re-

sulting in better agreement of the area-averaged accu-

mulated total precipitation with the observation. WUP

slightly reduces the area-averaged total precipitation

compared to BASE, indicating that the update with

FIG. 14. The subgrid-scale rain rate (mmh21) simulated at 9- and

3-km grid spacings from the UKF scheme with GFS at

2000 UTC 5 Jul.
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subgrid-scale updraft mass flux impacts on grid-scale

vertical velocity helps to slightly increase saturation

levels of the environment, thereby leading to a minor

increase in subgrid-scale precipitation. DYNTAU is

found to contribute more to decreasing the simulated

rainfall amount. One problem with many convective

parameterization schemes is that as model resolution

increases, impacts from a standard subgrid-scale pa-

rameterization become more significant. However, with

the adjustment time scale t update, the value of

t increases and results in longer time to remove CAPE

for atmospheric stabilization, resulting in the simulated

precipitation by DYNTAU being reduced, a desired

feature. In the update of the entrainment effects, the

introduced scale-dependent Tokioka parameter, as well

as the LCL-based methodology, in the high-resolution

simulation helps to achieve the proper representation of

convective clouds through increased entrainment. As a

FIG. 15. Comparative example of simulated 6-h (0000–0600UTC 16 Jun 2002) accumulated precipitation (mm) over a 9-km grid spacing

domain with CFSR and (top) Goddard microphysics scheme and (middle) WRF double-moment 6-class scheme for the (a),(d) EXP; (b),

(e) BASE; (c),(f) UKF; and (g) stage-IV observed precipitation.
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result, the hyperactivity of the subgrid-scale convection

scheme is alleviated, leading to a decrease of subgrid-

scale precipitation. Consistently, ENT reduces the

precipitation from BASE, and it shows the minimum

area-averaged precipitation among all of the simulations

with a separated update. To summarize, the three dif-

ferent updates contribute differently to the precipitation

changes and show nonlinear impacts. We also found

similar results using the CFSR reanalysis data (not

shown). To further assess the relative contribution of

each of the updates on precipitation components (i.e.,

subgrid scale versus grid scale), Fig. 17b shows 48-h ac-

cumulated subgrid-scale precipitation obtained from us-

ing each of the updates. In the literature, a few studies

(e.g., Wang et al. 2009; Snively and Gallus 2014; Van

Weverberg et al. 2013) use the term ‘‘cloud permitting’’

scale (quasi-convective resolution) for grid spacings that

are smaller than 4km. These studies demonstrate that

FIG. 16. Comparative example of simulated 6-h (0000–0600UTC 16 Jun 2002) accumulated precipitation (mm) over a 3-km grid spacing

domain with CFSR and (top) Goddard microphysics scheme and (middle) WRF double-moment 6-class scheme for (a),(d) EXP; (b),-

(e) BASE; (c),(f) UKF; and (g) stage-IV observed precipitation.
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grid-scale microphysics schemes are adequate to produce

reasonable precipitation in model forecasts/simulations

at cloud-permitting scales, implying that the subgrid-scale

convective component is either weak or absent.As shown

by comparisons of Figs. 17a and 17b, the total pre-

cipitation in the UKF simulation is dominated by grid-

scale precipitation, with the amount of subgrid rainfall

below 1mm for the entire forecast. To further examine

relative intensity of precipitation with each of the up-

dates, in Fig. 18 we present the accumulated value of 48-h

(0000 UTC 28 July–0000 UTC 30 July 2010) 3-km grid

spacing area-averaged precipitation (mm) from stage IV

and corresponding simulations in DYNTAU, WUP,

ENT, UKF, and BASE with GFS for certain thresholds

of hourly rates. For the rate less than 5mmh21, UKF

slightly underpredicts while ENT is on average closest to

the observations. Simulations with the other updates

overpredict the observed rate. Results indicate that too

much drizzle has been simulated byBASE andmodifying

the grid-scale vertical velocity alone cannot significantly

improve the precipitation forecast. DYNTAU and ENT

contribute to reduce the drizzle, andUKF,which includes

FIG. 17. The 48-h (0000 UTC 28 Jul–0000 UTC 30 Jul 2010) area averaged over 3-km grid spacing

(a) accumulated total precipitation (mm) with GFS and (b) accumulated subgrid-scale precipitation (mm) with

GFS: stage-IV observations (black solid) and corresponding simulations in DYNTAU (blue dot–dashed), WUP

(orange dashed), ENT (green dotted), UKF (red long-dashed), and BASE (purple double dashed).
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all three updates, shows good improvement for the

forecast of drizzle. But, for the rest of the hourly rates,

UKF outperforms the other simulations. However, UKF

still tends to underpredict precipitation values at rates

greater than 5mmh21. Figure 19 shows the accumulated

48-h (0000 UTC 28 July–0000 UTC 30 July 2010) area-

averaged subgrid-scale precipitation (mm) for 3-km grid

spacing from simulations in DYNTAU, WUP, ENT,

UKF, and BASE with GFS when the hourly rates are in

the same thresholds as shown in Fig. 18. It can be seen

that UKF primarily contributes to the precipitation

forecast when the rate is less than 5mmh21, but negli-

gibly improves the simulation when the rate is greater

than 5mmh21 and less than 15mmh21, and has zero

contribution with higher hourly rain rates.

5. Summary and conclusions

The impacts of introducing parameterized cloud dy-

namics on high-resolution WRF Model forecasts were

examined at 9- and 3-km grid spacing, simulating regional

precipitation over theU.S. SGPwith several cases of 48-h

forecasts. An updated KF scheme, including subgrid-

scale cloud–radiation interactions (Alapaty et al. 2012;

Herwehe et al. 2014), a dynamic adjustment time scale, a

simple linear method using cloud updraft mass fluxes

impacting grid-scale vertical velocity, and a LCL-based

methodology for parameterizing entrainment, was de-

veloped for high-resolution simulations and implemented

in the WRF Model (version 3.4.1). The aforementioned

parameterswere adapted to be scale dependent, as shown

in Eqs. (2), (5), and (9). Three cases of regional pre-

cipitation were selected and thirty-six 48-h WRF exper-

iments that were made with three different treatments of

convection (no cumulus convection representation,

original KF, and updated KF) were initialized separately

with two different initial conditions: the 1.08 6-hourly

GFS FNL dataset and 0.58 6-hourly CFSR data. To de-

termine the precipitation forecast sensitivity to micro-

physics and emphasize the importance of initial conditions,

six model runs [which included the three different treat-

ments of convection and two different microphysics

schemes (Goddard and WDM6)], were initialized with

CFSR. Overall, the updated KF scheme is found to gen-

erally improve the high-resolution simulation of longwave

and shortwave radiation associated with cloud patterns,

and produce precipitation patterns and intensity that are

closer to the observations.

Experiments using GFS and CFSR for initialization

were conducted to assess how the initial condition

dataset impacts forecasts. These studies show that

the general distribution and intensity of precipitation

FIG. 18. The 48-h (0000 UTC 28 Jul–0000 UTC 30 Jul 2010) area averaged over 3-km grid spacing total precipitation (mm) from stage-

IV observations (black solid) and corresponding simulations in DYNTAU (blue dot–dashed), WUP (orange dashed), ENT (green

dotted), UKF (red long-dashed), and BASE (purple double dashed) with GFS.
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forecasts are significantly influenced by initial conditions

obtained from different analysis fields. The area-

averaged precipitation simulated using CFSR is found

to be heavier compared to the GFS results. Simulations

using the updated KF scheme outperform the other

simulations at light, medium, and heavy precipitation

rates, regardless of the dataset used for initial condi-

tions. The larger differences in the area-averaged

RMSE between the two initial conditions are found

with the original KF scheme, but for heavy precipitation

rates (greater than 25mmh21), significant differences

due to changes in initial conditions are noted in all of the

convective treatments (Table 2). Sensitivity analysis

demonstrates that the precipitation forecasts are more

sensitive to the type of initialization than to grid-scale

microphysics or convective treatments in our case studies.

Therefore, a good initial condition dataset is necessary for

a good NWP model forecast, consistent with that docu-

mented in the literature (Rabier et al. 1996; Stensrud

et al. 2000; Ray et al. 2010; Pijanowski et al. 2011).

In this study we find that grid-resolution-dependent

parameterized convective physics in the KF scheme re-

sults in improvement of high-resolution forecasts. Thus,

the updated KF scheme in the WRF Model at high-

resolution scales produces more accurate surface radia-

tion values and results in the improvement of simulated

cloudiness. The updated KF scheme not only reduces

excessive rainfall amounts, but also improves both the

location and intensity of precipitation in high-resolution

(3- and 9-km grid spacing) forecasts. Regional climate

simulations that are being performed by our group do

indicate that each of the science updates presented in this

paper results in a large reduction inmonthly precipitation

biases, which will be reported in a follow-up paper.
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