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C HE CK  SY S T E M 

R E QU I RE M EN T S

• Fortran compiler (e.g., gfortran)
• C compiler/cpp
• gcc

> which gfortran

> which cpp

> which gcc 

If installed, a path will be printed as output
for the command

NOTE: You cannot compile newer versions of WRF with older compilers, or vice versa. Check the version:
 > gcc -–version

M and atory  Re qu ire me nt s

Check if  they exist  on
your system



Tests are available for 
checking that your fortran 
compiler is properly built, 

and is compatible with the C 
compiler.
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Required 
Libraries

Net C DF ( for  W R F & W P S)

• NetCDF (v3 or v4)
• NetCDF-c and netCDF-fortran
• If using netCDF-4 capabilities, you must install HDF5 before 

installing netCDF
• See Notes on Building NetCDF4 for WRF

• MPI: e.g., MPICH or OpenMPI – if planning to run with 
multiple processors

• HDF5 – if needing to use file compression

“ Opt i ona l ”  L i b ra r i e s

L i b ra ri e s  for  G RI B 2  M eteo rol o gi ca l  Da ta

• Only required for WPS versions prior to v4.4
• JasPer (JPEG 2000 “lossy” compression library)
• PNG (“lossless” compression library)
• Zlib (compression library used by PNG)

https://www2.mmm.ucar.edu/wrf/users/building_netcdf4.html


Set Paths in 
Environment Script

E nv i ro nm e nt  Sc r i pt s :  
• e . g . ,  . c s h r c ,  . b a s h rc ,  . t c s h r c
• F o u n d  i n  y o u r  h o m e  d i r e c t o r y
• I s s u e  “ l s  – a ”  t o  s e e  f i l e s  w i t h  a  

“. ”  i n  f r o n t  o f  t h e m

E ns ur e s  s et t i ng s  a re  i n  p l a c e ev e r y  t i m e  y o u o p e n a  ne w t er m i na l  w i n do w!

* E xa mp l e s  
f o r  

c o mp i l i n g 
w i t h  GN U  

o r  I nt e l



Installing MPI

Step-by-step instructions for installing remaining libraries (zlib, HDF5, netCDF-c, netCDF-fortran libpng, jasper) 
available from Compiling WRF and WPS

https://www2.mmm.ucar.edu/wrf/wrf_tutorial/compiling_tutorial/compiling_tutorial.html


Library Compatibility Checks

Test 1
     Fortran + C + netCDF

Test 2
    Fortran + C + netCDF + MPI

M a ke  su r e l i br a r i es  a r e 
co mp a t i b l e  w i t h  co mp i l er s
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WRF Source Codes and Graphics Software

Obtain WRF/WPS Source Code

1. Choose ‘New User,’ and then register, or
2. Click ‘Returning User,’ enter your email, and 

go to the download page.

All code is stored in a GitHub repository, and 
can be obtained by:

• Cloning from GitHub
• Downloading archived tar file from GitHub

O b ta i n  S o ur ce  C od e  f r om :

http://www2.mmm.ucar.edu/wrf/users/download/get_source.html


Cloning Source Code 
from GitHubC l o n e  W R F  f r o m  G i t H u b  r e p o s i t o r y  “ w r f - m o d e l ”

C l o n e  W P S :
   >  g it  c l o ne  h t t ps : / / g i t hu b . c o m / w r f - m o d el / W P S

**Must have ‘git’ installed on your system!
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Step 1: 
Configure for 
WRF

./configure

configure.wrf

I n  t h e  W R F  d i r e c t o r y,  i s s ue :

C o n f i g u r a t i on  O u t p u t



Additional WRF Configuration Options

> ./configure –d

• No optimization
• Extra debugging

> ./configure –D

• No optimization
• Checks uninitialized variables

> ./configure –r8

• Double-precision
• Works for GNU, Intel, and PGI compilers



In the  WRF/ directory, type 
 > ./compile em_case >& compile.log
where em_case is one of the following (type ./compile to see all options):  

Step 2: 
Compile WRF

R e a l - d a t a  C a s e

em_real

* * C o m p i l a t io n  w i l l  t a ke  ~ 1 0 - 5 0  m i n s * *

em_quarter_ss

em_b_wave

em_les

em_heldsuarez

em_tropical_cyclone

em_convrad

em_fire

3 D  I d e a l  C a s e s

em_hill2d_x

em_squall2d_x

em_squall2d_y

em_grav2d_x

em_seabreeze2d_x

2 D  I d e a l  C a s e s

em_scm_xy

1 D  I d e a l  C a s e



Compiling With Multiple Processors

#  o f  Pr o c e s s o r s T i m e  t o  C o m p i l e

1 38 Mins 43 Secs

2 25 Mins 4 Secs

3 21 Mins 48 Secs

4 20 Mins 14 Secs

5 19 Mins 16 Secs

6 19 Mins 10 Secs

To build WRF with multiple processors, add the ”j” variable to the compile command:
./compile em_real -j 6 >& compile.log

* C o m p i l e d  w i th  G N U V 1 0 . 1 . 0



Successful Compile

--->    Executables successfully built          <---

-rwxr-xr-x 1 wrfhelp ncar 54128088 Jul 22 15:54 main/ndown.exe

-rwxr-xr-x 1 wrfhelp ncar 54180032 Jul 22 15:54 main/real.exe

-rwxr-xr-x 1 wrfhelp ncar 53464304 Jul 22 15:54 main/tc.exe

-rwxr-xr-x 1 wrfhelp ncar 60686816 Jul 22 15:52 main/wrf.exe

These executables are linked to 2 different directories. You can run a real-data case in either directory. Idealized 
cases must be run in the appropriate em_case directory.

• WRF/run 

• WRF/test/em_case

--->    Executables successfully built          <---

-rwxr-xr-x 1 wrfhelp ncar 45136368 Nov  2 17:39 main/ideal.exe

-rwxr-xr-x 1 wrfhelp ncar 53253904 Nov  2 17:39 main/wrf.exe

Re a l  da t a  c a s e
wrf.exe – model executable
real.exe  – real data initialization
ndown.exe – separate one-way nesting
tc.exe – for tropical cyclone bogusing 

I d e a l  c a s e
wrf.exe - model executable
ideal.exe – ideal data initialization

*Note:  Each ideal case compile creates a different 
ideal.exe executable, but with the same name

I f  co m p i l i ng  i s  su c ce ss f u l ,  th i s  
me s sa g e a pp e a rs  at  th e  e n d o f  th e  

co mp i l e  l o g :



Choosing the 
Right Compiler

C om pi l e r C om pi l e  T i m e R un T i m e

GNU/gcc 12.2.0 25 Mins 3.92 Mins

Intel 2023.2.1 37 Mins 2.20 Min

Co mpi le
WRF V4.5.2
dmpar/basic nesting
6 processors

R un
Single domain
Small domain (75x70), coarse (30km) resolution
12 hours
8 processors
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Will use NETCDF in dir: 

/glade/u/apps/derecho/23.09/spack/opt/spack/netcdf/4.9.2/gcc/13.2.0/zywl

Using WRF I/O library in WRF build identified by $WRF_DIR: ../wrf

$JASPERLIB or $JASPERINC not found in environment. Using default values for library 

paths...

------------------------------------------------------------------------

Please select from among the following supported platforms.

 1.  Linux x86_64, gfortran   (serial)

 2.  Linux x86_64, gfortran   (serial_NO_GRIB2)

 3.  Linux x86_64, gfortran   (dmpar)

 4.  Linux x86_64, gfortran   (dmpar_NO_GRIB2)

 5.  Linux x86_64, PGI compiler  (serial)

 6.  Linux x86_64, PGI compiler  (serial_NO_GRIB2)

 7.  Linux x86_64, PGI compiler  (dmpar)

 8.  Linux x86_64, PGI compiler  (dmpar_NO_GRIB2)

 9.  Linux x86_64, PGI compiler, SGI MPT  (serial)

 10.  Linux x86_64, PGI compiler, SGI MPT  (serial_NO_GRIB2)

 11.  Linux x86_64, PGI compiler, SGI MPT  (dmpar)

 12.  Linux x86_64, PGI compiler, SGI MPT  (dmpar_NO_GRIB2)

 13.  Linux x86_64, IA64 and Opteron   (serial)

 14.  Linux x86_64, IA64 and Opteron   (serial_NO_GRIB2)

 15.  Linux x86_64, IA64 and Opteron   (dmpar)

 16.  Linux x86_64, IA64 and Opteron   (dmpar_NO_GRIB2)

 17.  Linux x86_64, Intel oneAPI compilers   (serial)

 18.  Linux x86_64, Intel oneAPI compilers   (serial_NO_GRIB2)

 19.  Linux x86_64, Intel oneAPI compilers   (dmpar)

 20.  Linux x86_64, Intel oneAPI compilers   (dmpar_NO_GRIB2)

 21.  Linux x86_64, Intel Classic compilers   (serial)

 22.  Linux x86_64, Intel Classic compilers   (serial_NO_GRIB2)

 23.  Linux x86_64, Intel Classic compilers   (dmpar)

 24.  Linux x86_64, Intel Classic compilers   (dmpar_NO_GRIB2)

 25.  Linux x86_64, Intel Classic compilers, SGI MPT   (serial)

 26.  Linux x86_64, Intel Classic compilers, SGI MPT   (serial_NO_GRIB2)

 27.  Linux x86_64, Intel Classic compilers, SGI MPT   (dmpar)

 28.  Linux x86_64, Intel Classic compilers, SGI MPT   (dmpar_NO_GRIB2)

 29.  Linux x86_64, Intel Classic compilers, IBM POE   (serial)

 30.  Linux x86_64, Intel Classic compilers, IBM POE   (serial_NO_GRIB2)

 31.  Linux x86_64, Intel Classic compilers, IBM POE   (dmpar)

 32.  Linux x86_64, Intel Classic compilers, IBM POE   (dmpar_NO_GRIB2)

Step 1: 
Configure for WPS

I n s i d e  t h e  W P S /  d i r e c t o r y,  t y p e

Choose a serial compile for WPS (even if WRF is compiled with a parallel option)
* Exception: You are using a VERY large domain (1000’s x 1000’s)
• NOTE:  if you do compile WPS in parallel, ungrib.exe must run serially

> export WRF_DIR=path-to-top-level-WRF/WRF

> ./configure

C o nf i g u ra t i o n O ut pu t

configure.wps



Configure WPS to Use Internal Compression 
Libraries

./configure –-build-grib2-libs
  

Fe a tu re  a va i l a b l e  i n  W P S v 4 . 4 +

Installs these compressions libraries for use with GRIB2 input
• zlib

• libpng

• JasPer



Step 2: 
Compile WPS

./compile >& log.compile

  *Compilation should be quick.

I n  th e  W P S /  d i r e ct or y,  t y pe

geogrid.exe -> geogrid/src/geogrid.exe

ungrib.exe -> ungrib/src/ungrib.exe

metgrid.exe -> metgrid/src/metgrid.exe

If successful, these executables should be in your WPS/ directory (linked from their 
source code directories):
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Failed WRF 
Compile• Search for ‘Error’ with a capital ‘E’

• Typically the first ‘Error’ in the file is the culprit

S ea r c h fo r  e r ro rs  i n  th e  co m p i l e . l o g

• See Frequently Asked Questions (FAQ)
• Search the forum to see if your issue has already 

been addressed – if not, post a new topic

V i s i t  th e  W R F  &  M PA S - A  S up p or t  Fo r u m

• Issue the ./clean –a command
• Reconfigure

• If you need to make changes to the configure.wrf file, 
do that after issuing ./configure, and then save the 
edited file

• Recompile

B e fo r e Re co m p i l i n g

https://forum.mmm.ucar.edu/forums/frequently-asked-questions.115/
https://forum.mmm.ucar.edu/
https://forum.mmm.ucar.edu/
https://forum.mmm.ucar.edu/


Failed WPS Compile: 
No geogrid or metgrid

D i d  W R F  c o m p i l e  s u c c e s s f u l l y ?

geogrid and metgrid use the external I/O libraries from WRF, which are built when WRF is installed

C h e c k  t h a t  y o u  a r e  u s i n g  t h e  s a m e  ve r s i o n  o f  n e t C D F  t h a t  w a s  u s e d  t o  
c o m p i l e  W R F

C h e c k  t h a t  y o u  a r e  u s i n g  t h e  s a m e  c o m p i l e r  ( &  v e r s i o n )  t h a t  w a s  u s e d  
t o  c o m p i l e  W R F



Failed WPS Compile: 
No ungrib

M a ke  s u r e  y o u  a r e  u s i n g  t h e  c o r r e c t  p a t h  f o r m a t  fo r  t h e s e  l i n e s  i n  
c o n f i g u r e . w p s

COMPRESSION_LIBS = -L/${DIR}/UNGRIB_LIBRARIES/lib –ljasper –lpng –lz

COMPRESSION_INC = -I/${DIR}/UNGRIB_LIBRARIES/include

A l t e r n a t i ve l y,  u s e  t h e  o p t i o n  t o  b u i l d  t h e s e  l i b r a r i e s  i n t e r n a l l y  

M a ke  s u r e  j a s p e r,  z l i b ,  a n d  l i b p n g  l i b r a r i e s  a re  c o r r e c t l y  i n s t a l l e d



• The ‘./clean –a’ command should be used when 
modifications have been made to the 
configure.wrf(wps) file, or any changes to the 
registry. If so, issue ‘clean –a’ prior to 
recompiling.  

• Modifications to subroutines within the code will 
require a recompile, but DO NOT require a ‘clean 
–a’, nor a reconfigure.  Simply recompile. This 
compilation should be much faster than a clean 
compile.

Using “clean –a”



THANK
YOU!
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